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Abstract—Time series often exhibit seasonal variations whose
modeling is essential for accurate analysis, prediction and
anomaly detection. For example, the increase in consumer prod-
uct sales during the holiday season recurs yearly, and similarly
household electricity usage has daily, weekly and yearly cycles.
The period in real-world time series, however, may be obfuscated
by noise and missing values arising in data acquisition. How can
one learn the natural periodicity from incomplete multivariate
time series?

We propose a robust framework for multivariate period
detection, called LAPIS. It encodes incomplete and noisy data
as a sparse representation via a Ramanujan periodic dictionary.
LAPIS can accurately detect a mixture of multiple periods in
the same time series even when 70% of the observations are
missing. A key innovation of our framework is that it exploits
shared periods across individual time series even when they time
series are not correlated or in-phase. Beyond detecting periods,
LAPIS enables improvements in downstream applications such
as forecasting, missing value imputation and clustering. At the
same time our approach scales to large real-world data executing
within seconds on datasets of length up to half a million time
points.

Index Terms—Period learning; Multivariate time series; Miss-
ing data imputation; Alternating Optimization;

I. INTRODUCTION

Multivariate time series data arise in many domains includ-
ing sensor networks [47], social media [29], finance [19],
databases [40] and others [14]. Key application tasks in-
clude prediction [15], control [5] and anomaly detection [47].
Understanding what constitutes “normal” seasonal behavior
is critical for such down-stream applications. For example,
accurate auto-regression-based forecasting models often in-
clude seasonality adjustment as a preliminary step [11]. In
addition, periodicity learning has enabled the understanding
of animal migration [24], effective anomaly detection in web
applications [44] and in ECG readings [36] and periodic
community detection [27].

Period learning in real-world time series is challenging due
to i) missing values [9], (ii) noise [23] (iii) and multiplicity
of periods (e.g., a combination of daily and seasonal os-
cillations) [38]. Missing data and noise typically arise due
to measurement errors and outages within sensor networks
such as urban air quality monitoring systems. Moreover there
may be multiple periods in the air quality over time due to
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Fig. 1: LAPIS encodes noisy periodic time series with missing
values, Y, via a fixed periodic dictionary D by learning a
scale S and an encoding matrix U. Its accuracy in detecting
complex ground truth periods in the data exceeds that of
alternative approaches without incurring a large computational
cost (right).

diverse contributing factors: transportation, agriculture, energy
production, and others, which are all governed by similarly
diverse periods: time of day, workweek, annual holidays, etc.
The above challenges are common to many real-world systems
and obscure the inherent periodicity in data [33].

The problem we address in this paper is the detection
of dominant periods from a multivariate time series with
missing observations at random instances of time. Classical
methodologies for period detection are based on the Fourier
Transform (FT) [34], auto-correlation [13] and combinations
of the two [42]. The topic has been pursued in multiple re-
search communities: signal processing [38], data mining [23],
databases [17]. and bioinformatics [39]. However, to the best
of our knowledge, no prior work considers noise, missing
values and multiplicity of periods jointly for multivariate
timeseries.

We propose LAPIS, an effective framework to learn periods
from multivariate time series which addresses all three de-
sign challenges: noise, missing values and period multiplicity
(Figure 1(left). To deal with period multiplicity, we formulate
period learning as a sparse encoding problem via a fixed
Ramanujan periodic dictionary. While prior work has also
employed Ramanujan-based encoding [38], our framework
introduces a key innovation, namely, it sparsifies whole period
selection by exploiting the group structure in the Ramanujan
dictionary as opposed to sparsifying individual dictionary
atom selection. This modeling decision improves robustness to



noise and missing values and promotes period sharing among
individual time series. As a result LAPIS dominates state-of-
the-art baselines in term of accuracy of ground truth period
detection while ranking among the fastest alternatives in terms
of scalability (Figure 1(right).

Our main contributions in this work are as follows:
• Significance: To the best of our knowledge, LAPIS is the
first model that can perform period learning on multivariate
time series in the presence of missing values, multiple periods
and noise.
• Robustness: Our method is robust to noise and missing
values thanks to learning common periods across time series
by exploiting the group structure in the Ramanujan periodic
dictionary.
• Applicability: Extensive experiments on synthetic data and
multiple real-world datasets demonstrate the superior quality
and scalability of LAPIS.

II. RELATED WORK

Period Learning: Traditional period learning approaches
in time series rely on Fourier transform [22], auto-
correlations [13] or combinations of the two [42]. Methods
in this group are sensitive to noise and often require prior
information. These challenges were addressed in a recent pe-
riodic dictionary framework [38]. The general idea behind this
framework was first introduced in the context of periodicity
transforms [35] employed to project signals into a periodic
subspace. This original method is limited to signals lengths
that are multiples of a given period subspace. Tenneti et
al. [38] improved this idea by developing a family of flex-
ible periodic dictionaries. Our method generalizes periodic
dictionaries to (i) multivariate time series where we impose a
group structure of shared periodicity and (ii) to scenarios with
missing values. We demonstrate experimentally that LAPIS
is superior to basic periodic dictionary alternatives. Periodic
behavior in discrete event sequences, as opposed to general
time series, have also been considered in the literature. Li et
al. [24] introduced a clustering-based solution to estimate the
dominant period in event sequences. Yuan et al. [46] proposed
an alternative probabilistic model for period detection. Meth-
ods from this group are effective for event data, however, they
are not applicable to general time series data.
Missing Data Imputation: Although our primary goal is not
to perform missing value imputation, a part of our model
approximates missing values to recovery the periodic patterns
in data. Therefore, we give a brief introduction on related
work of missing value imputation. Missing data estimation
in general matrices has wide applications in data mining
and analytics [43]. The general idea is to model missing
data under some regularity assumption for the full data, e.g.,
low-rank approximations [8], minimal description length [43],
matrix profiles [4] and general matrix factorization [45]. More
recently deep learning approaches for missing data imputation
have also gained popularity including adversarial imitation
learning [10] and structured multi-resolution via adversarial
models [28]. These deep learning methods have a significant

high complexity and require sufficient data to train models. For
time series data, commonly used methods for missing value
imputation are summarized [30], such as spline interpolation.

III. PRELIMINARIES AND NOTATION

We denote with Ai, Aj ,Aij the i-th column, j-th row,
and the i, j-th element of a matrix A respectively. In our
development we will use the Frobenius norm ‖A‖F , the L2,1

norm: ‖A‖2,1 =
∑
i

√∑
j A2

ij =
∑
i ‖Ai‖2, and the nuclear

norm: ‖A‖∗ =
∑
i σi, where σi is the ith singular value of

A. We denote element-wise multiplication and division by �
and � respectively. I denotes the identity matrix.

Our framework will employ the Ramanujan basis within
the nested periodic matrices (NPM) framework as a periodic
dictionary [38]. An NPM for period g is defined as:

Φg = [Pd1 ,Pd2 , ...PdK ] , (1)

where {d1, d2, ...dK} are the divisors of the period g sorted in
an increasing order; Pdi ∈ Rg×φ(di) is a period basis matrix
for period di, where φ (di) denotes the Euler totient function
evaluated at di. The basis matrix here is constructed based on
the Ramanujan sum [38]:

Cdi(g) =

di∑
k=1,gcd(k,di)=1

ej2πkg/di , (2)

where gcd(k, di) denotes the greatest common divisor of k and
di. The Ramanujan basis is constructed as a circulant matrix
of Ramanujan sums as follows:

Pdi =


Cdi(0) Cdi(g − 1) ... Cdi(1)
Cdi(1) Cdi(0) ... Cdi(2)
... ... ... ...

Cdi(g − 1) Cdi(g − 2) ... Cdi(0)

 (3)

The complete dictionary R for periods up to gmax is con-
structed by stacking basis matrices with periods from 2 to
gmax as R = [Φ1, ..,Φgmax

]. Note that columns in R should
be periodically extended to the same length as the time points
of input time series. For example, the atoms for periods
{2, 3, 4} are defined as follows:

P2 =

[
1
−1

]
,P3 =

 2 −1
−1 2
−1 −1

 ,P4 =

 2 0
0 2
−2 0

0 −2,

 (4)

and are periodically extended for signals of length T = 5 as
follows:

R =


1 2 −1 2 0
−1 −1 2 0 2

1 −1 −1 −2 0
−1 2 −1 0 −2

1 −1 2 2 0

 (5)

A recent model for period estimation in univariate and
complete (no missing data) signals proposed by Tenneti and
colleagues [38] aims to obtain a succinct representation of the
input signal through the NPM basis as follows:

argmin
b
‖Hb‖1 , s.t. x = Rb, (6)



where x is the input signal, b is the learned representation
in NPM basis and H is a diagonal matrix encouraging repre-
sentation through short periods defined as Hii = p2, where p
is the period of the i-th column in R. One important choice
in this framework is the maximal candidate period gmax as it
determines the dimensionality of R. While we are not aware
of an automated approach to set gmax, small values relative
to T work well in practice since the framework explicitly
encourages fit through short simple periods, e.g., a period of
20 could be represented as a mixture of its factors 2, 5.

IV. PROBLEM FORMULATION

The input in our problem settings is a partially observed
multivariate time series matrix Y ∈ RT×N with N time series
of length T in its columns. We define an indicator (or a mask)
matrix W of the same size as Y with entries Wij = 1 if Yij

is observed, and 0 otherwise. Our goal is to learn the inherent
periodicity of time series in Y in a manner that is aware of
the missing data. We formalize this objective by employing
the Ramanujan periodic dictionary framework as follows:

argmin
S,U

1

2
‖Y −DSU‖2F + J1(U) + J2(Y), (7)

where D = RH−1 ∈ RT×L is a “biased” periodic dictionary
which promotes the selection of short-period atoms via a
diagonal penalty matrix H−1 with elements H−1

ii = 1/p2,
where p is the length of the period containing the i-th atom
(column) in the Ramanujan basis dictionary R. The number
of atoms L is determined by the number of columns in
the Ramanujan dictionary. U is the period mixture matrix
specifying the reconstruction of the time series as a linear
combination of dictionary basis atoms.

Since individual time series might have different magnitude,
we introduce a diagonal matrix S ∈ RL×L to “absorb”
the scale of the periodic reconstruction, thus, ensuring that
loadings in U are of similar magnitude across time series.
Note that this allows us to impose sparsity on U (discussed
below) without bias to high-magnitude time series. We also
incorporate two regularization terms: one promoting sparsity
and grouping by period for the mixing matrix J1(U) and a
second one handling missing values in the input J2(Y).
Sparsity and grouping by period in J1(U): Since time
series typically have only a few inherent periods, we promote
a sparse representation in the dictionary loadings through an
L1 norm ‖U‖1 similar to other methods based on NPMs. This
regularization allows for robustness to noise.

In addition to a sparse representation, we also expect our
input time series Y to arise from the same system, and thus,
share periods. Such shared periodicity is typical in both natural
and engineered systems. For example, brain waves (or neural
oscillations) govern the neural activity of all brain regions;
daily oscillations of weather parameters such as pressure and
temperature are across locations, and energy consumption
within the same region of the energy grid observes periodic
patterns with the same periods: days and seasons. Note that,
we do not expect correlated behavior across the time series,
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Fig. 2: A sketch of the expected “shape” of a periodic coeffi-
cient matrix U for the reconstruction of time series sharing a
period (left). To impose a banded structure for period-specific
atoms we employ a rank norm on an aggregation matrix
‖A (U+ + U−)‖∗, where loadings of atoms corresponding to
the same period are aggregated by absolute value (right).

but simply shared periods. Thus, we seek to enforce grouping
of time series based on sharing a few periods in their periodic
representation.

The structure of the mixture matrix U aligned with the
shared period assumption discussed above is presented in
Fig. 2 (left). Intuitively we expect that mixture vectors Ui

corresponding to individual time series have non-zero elements
in bands corresponding to their periods, i.e. corresponding
period-specific sub-matrices Pi. To promote such grouping
banded structure we can employ a rank norm penalty. How-
ever, imposing a low-rank constraint directly on U will
disregard the the period-specific band structure and treat se-
lection of individual atoms from the dictionary independently.
Instead, we need to impose a low-rank constraint at the period
(band) level, by a product with a period aggregation matrix
A ∈ RP×L depicted in Fig. 2(right), which encodes the
indices of atoms associated with a period in each of its rows.

If we directly aggregate mixture coefficients in U within a
period, they may cancel out as in general elements of U can
take both positive and negative values. Thus, we “separate”
positive and negative values in U by defining two component
matrices U = U+ − U−, where U+ = (|U|+ U) /2 and
U− = (|U| −U) /2. We then form the aggregate product
A (U+ + U−) Fig. 2(right) and impose a low rank penalty on
it. The overall sparsity and period grouping regularizer J1(U)
is defined as follows:

J1(U) = ‖U‖1 +
∥∥A (U+ + U−)∥∥

∗ . (8)

Note that we employ the nuclear norm for the grouping term
as it is the convex relaxation of the rank norm.
Missing data imputation: Recall that Y is partially observed
due to missing values which prevent us from minimizing
directly the reconstruction of Y as outlined in Eq. 7. To
handle this, we define a proxy full data matrix X with all
values imputed which we represent by the periodic dictionary
and also maintain close to the input Y for observed values.
Formally, we define the missing value regularizer J2(X) as:

J2(X) = ‖W � (X−Y)‖1 , (9)



where W is a mask matrix with elements of 1 in positions
in which values in Y are observed and 0 otherwise; and �
denotes the element-wise product.

Our overall objective for the problem of Period learning
with missing values is as follows:

argmin
X,S≥0,U

1

2
‖X−DSU‖2F + λ1 ‖U‖1

+ λ2

∥∥A (U+ + U−)∥∥
∗ + λ3 ‖W � (X−Y)‖1 ,

(10)

where λ1, λ2 and λ3 are balance parameters. Note that we
have replaced Y in Eq. 7 with X, i.e. we have integrated
the missing data imputation model within the period learning
objective.

V. OPTIMIZATION

Next we derive the optimization algorithm for our problem
formulation in Eq. 10. Since variables {X,U,S} are not
jointly convex in this objective, it can’t be solved by gradient
based methods. Instead, we develop an efficient solver based
on alternating optimization. More specifically, we decompose
Eq. 10 into three variable-specific subproblems and update
them alternatively as follows:

argmin
U

1
2
‖X−DSU‖2F + λ1 ‖U‖1 + λ2

∥∥A (U+ + U−)∥∥
∗

argmin
X

1
2
‖X−DSU‖2F + λ3 ‖W � (X−Y)‖1

argmin
S≥0

1
2
‖X−DSU‖2F

A. Optimization of U.

We solve the subproblem for U by the Alternating Direction
Method of Multipliers (ADMM) [6]. We first introduce proxy
variables {P1, P2} and rewrite the problem as follows:

argmin
U,P1,P2

1

2
‖X−DSU‖2F + λ1 ‖P1‖1 + λ2 ‖P2‖∗

s.t P1 = U, P2 = A
(
U+ + U−)

We construct the corresponding Lagrangian function:

R (U, P1, P2,Θ1,Θ2) =
1

2
‖X−DSU‖2F

+ λ1 ‖P1‖1 + 〈Θ1, P1 −U〉+
ρ1

2
‖P1 −U‖2F

+ λ2 ‖P2‖∗ +
〈
Θ2, P2 −A

(
U+ + U−)〉

+
ρ2

2

∥∥P2 −A
(
U+ + U−)∥∥2

F
,

(11)

where Θ1 and Θ2 are Lagrange multipliers; ρ1 and ρ2 are
penalty parameters. We perform the optimization of each
variable in R alternatively and derive the update rules in the
remainder of this subsection.
Update of U: The subproblem w.r.t. U is:

argmin
U

1

2
‖X−DSU‖2F +

ρ1

2

∥∥∥∥P1 −U +
Θ1

ρ1

∥∥∥∥2

F

(12)

We set its gradient w.r.t. U to zero and obtain:

D̂T
(
D̂U−X

)
+ ρ1 (U− P1 −Θ1/ρ1) = 0, (13)

where D̂ = DS, with a closed-form solution for U:

U =
(
D̂T D̂ + ρ1I

)−1 [
D̂TX + ρ1 (P1 + Θ1/ρ1 )

]
.

Update for P1: The P1 subproblem is as follows:

argmin
P1

λ1 ‖P1‖1 +
ρ1

2
‖P1 −U + Θ1/ρ1‖2F (14)

Problems of this from have a closed form solution due to [26]
specified in the following Lemma:

Lemma 1: The objective argminS
1
2 ‖S−B‖2F + α ‖S‖1,

where α is a positive scalar has a closed-form solution: Sij =
sign (Bij)×max (|Bij | − α, 0), where sign (t) is the signum
function.
Thus, by letting F1 = U−Θ1

ρ1
, we have the following element-

wise update rule for P1:

[P1]ij = sign([F1]ij)×max(| [F1]ij | − λ1/ρ1, 0)

Update for P2: The P2 subproblem is as follows:

argmin
P2

λ2 ‖P2‖∗ + ρ2/2
∥∥P2 −A

(
U+ + U−)+ Θ2/ρ2

∥∥2

F

This problem can also be readily solved by employing the
singular value thresholding (SVT) method [7]. Let F2 =
A (U+ + U−) − Θ2

ρ2
and let F2 = LΣRT be the singu-

lar value decomposition (SVD) of F2. Then following the
SVT approach, we update P2 as P2 = LD (Σ) RT , where
D (Σ) is a thresholding on Σ that is defined as D (Σ) =

diag
[
max

(
σi − λ2

ρ2
, 0
)]

, where σi denotes the ith singular
value of F2.
Updates for the Lagrange multipliers Θ1,Θ2: We update
the Lagrange multipliers as follows:{

Θt+1
1 = Θt

1 + ρ1 [P t1 −Ut]

Θt+1
2 = Θt

2 + ρ2

[
P t2 −A (U+ + U−)

t
] (15)

B. Optimization of X.
Since X is involved in an element-wise product term, its

elements cannot be optimized simultaneously. To address this,
we adopt ADMM approach similar to that for U. We first
introduce a proxy variable E as follows:

argmin
X,E

1

2

∥∥∥X− D̂U
∥∥∥2

F
+ λ3 ‖W �E‖1 , s.t. E = X−Y

Next we form the corresponding Lagrangian form:

L (X,E,M, µ) =
1

2

∥∥∥X− D̂U
∥∥∥2

F
+ λ3 ‖W �E‖1

+ 〈M,E− (X−Y)〉+
µ

2
‖E− (X−Y)‖2F ,

where M is a Lagrange multiplier and µ is a penalty co-
efficient. We perform the optimization of each variable in
L (X,E,M) alternatively as follows:

Xk+1 = argmin
X

L
(
X,Ek,Mk, µk

)
(a)

Ek+1 = argmin
E

L
(
Xk+1,E,Mk, µk

)
(b)

Mk+1 = Mk + µk
[
Ek+1 −

(
Xk+1 −Y

)]
(c)



The explicit minimization for Xk+1 is follows:

Xk+1 = argmin
X

1

2

∥∥∥X− D̂U
∥∥∥2

F
+

µk

2

∥∥Ek − (X−Y) + Mk/µk
∥∥2

F

We set the gradient w.r.t X to zero:(
X− D̂U

)
+ µk (X−H) = 0,

where H = Ek + Y + Mk

µk , and obtain:

Xk+1 =
(
D̂U + µkH

)
/
(
1 + µk

)
(16)

The minimization for Ek+1 is:

Ek+1 = argmin
E

λ3 ‖W �E‖1

+
µk

2

∥∥E− (Xk+1 −Y
)

+ Mk/µk
∥∥2

F

Here we again employ Lemma 1 and let T = Xk+1−Y−Mk

µk ,
resulting in:

Ek+1
ij = sign (Tij)×max

(
|Tij | − λ3 ·Wij/µ

k, 0
)

C. Optimization of S.

We introduce a Lagrangian multiplier Γ to ensure non-
negativity of S’ entries and obtain the following Lagrangian
function:

G(S,Γ) = 1/2 ‖X−DSU‖2F − tr
(
ΓST

)
(17)

Taking the gradient of G w.r.t S, we get:

∂G/∂S = DTDSUUT −DTXUT − Γ. (18)

Based on the KKT conditions, we also have the system:

∂G/∂S = 0; Γ� S = 0 (19)

By combining Eq. 18 and Eq. 19, we obtain:(
DTDSUUT −DTXUT

)
� S = 0. (20)

We define the following simplifying variables: L = DTXUT ,
G = DTD and H = UUT . Since D, U and X are all mix-
signed, we split each of the new variables into positive and
negative summands:

H = H+ −H−

G = G+ −G−

L = L+ − L−,

(21)

similar to the definitions of U+ and U−. Then, we rewrite
C = HSG − L in terms of the two-part definitions for the
new variables as follows:

C =
(
H+ −H−)S

(
G+ −G−)− (L+ − L−)

=
(
H+SG+ + H−SG− + L−)
−
(
H−SG+ + H+SG− + L+

)

Algorithm 1 Optimization of LAPIS
Require: The incomplete data Y and parameters (λ1 ∼ λ3).
Ensure: The estimated data X and period coefficients U
1: Initialize: X← Y, S← I, Θ1 = 0, Θ2 = 0 and M = 0
2: while X, U and S have not converged do
3: while U has not converged do
4: U =

(
D̂T D̂ + ρ1I

)−1 [
D̂TX + ρ1

(
P1 + Θ1

ρ1

)]
5: U+ = (|U|+ U) /2
6: U− = (|U| −U) /2

7: [P1]ij = sign
(

[F1]ij

)
×max

(∣∣∣[F1]ij

∣∣∣− λ1
ρ1
, 0
)

8: F2 = A
(
U+ + U−)− Θ2

ρ2
9: (L,Σ,R) = svd(F2)

10: P2 = LD (Σ)RT

11: Θt+1
1 = Θt1 + ρ1

[
P t1 −Ut

]
12: Θt+1

2 = Θt2 + ρ2

[
P t2 −A

(
U+ + U−)t]

13: end while
14: while X and E have not converged do
15: Xk+1 =

(
D̂U + µk

2
H
)
/
(

1 + µk

2

)
16: Ek+1

ij = sign (Tij)×max
(
|Tij | −

λ3·Wij

µk , 0
)

17: Mk+1 = Mk + µk
[
Ek+1 −

(
Xk+1 −Y

)]
18: µk+1 = ρµk

19: end while

20: Sij ← Sij

√
[H−SG++H+SG−+L+]

ij

[H+SG++H−SG−+L−]ij
21: end while
22: return {U,X}

Finally, we obtain an element-wise update for S following the
approach in [18]:

Sij ← Sij

√
[H−SG+ + H+SG− + L+]ij
[H+SG+ + H−SG− + L−]ij

(22)

D. Overall algorithm and complexity.

We list the steps of our method LAPIS in Algorithm 1.
We repeat the sequential updates for U,X and S, Steps 3-
18 until convergence. The major running time cost comes
from Steps 4 and 9 while the remaining steps have a linear
complexity or involve sparse matrix multiplication. Step 4
involves an inversion of a quadratic matrix, which is in
general O(L3). However, due to the sparsity in D̂, this
complexity can be reduced to O(LSnz) following the analysis
in [48], where Snz is the number of non-zero elements of
D̂T D̂ + ρ1I. In Step 9, the SVD operation has complexity of
O
(
min

(
LN2, L2N

))
. The overall complexity is dominated

by O
(
tStULSnz + tStUmin

(
LN2, L2N

))
, where tS and tU

are the number of iterations of the loops starting in Steps 2
and 3 respectively. In practice, when employed for time series
of half a million time points, LAPIS takes a few seconds on a
standard desktop machine. The implementation of LAPIS will
be made available with this camera-ready paper.

VI. EXPERIMENTAL EVALUATION

A. Datasets

Synthetic data: We generate 10 periodic 800-step-long time
series following the protocol in [38]. The time series form
3 groups sharing the same within-group ground truth (GT)



Statistics LAPIS NPM FFT AUTO
Dataset Length N − variate GT period Periods Time Periods Time Periods Time Periods Time

Web traffic [2] 550 8 7 days 7 0.3s 26 4.1s 7 0.1s 7 0.03s
Bike rentals [16] 731 16 7 days 7 0.5s 22 4.8s 26 0.1s 43 0.02

Beer consumption [3] 365 4 7 days 7 0.8s 15 0.6s 7 0.6s 7 0.04s
Historical weather [1] 45k 36 12,24 hours 12,24 8.3s 2, 3 12600s 24, 45 4s 24, 45 0.6s

Air Quality [12] 52k 10 12,24 hours 12,24 25.4s 3,5 32817s 24,49 0.3s 24,49 0.2s

TABLE I: Real-world dataset statistics and comparison of period detection and running times of competiting techniques.
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Fig. 3: Period learning comparison of competing techniques on synthetic data (20 ground truth periods)
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Fig. 4: Period learning on real-world datasets

periods, where each group has 2 periods. We add Gaussian
noise of varying strength in all time series by using the
same implementation as in [38]. We then remove observations
independently in each series and at random steps.
Real-world data: We evaluate our model on datasets from
several domains summarized in Tbl. I. Note that all datasets
are multivariate time series, we use N − variate to denote
the number of components in the Table 1. The Web traffic
dataset [2] tracks the daily views of Wikipedia articles aggre-
gated per language between 06/2015 and 12/2016. We expect
that seven days (one week) is a natural ground truth period
in this dataset. Our Bike rental dataset [16] is a two-year
daily log of the number of bike rentals at different stations
in Washington D.C. Since rental bikes are used for daily
commutes in urban areas, we expect that the GT period in
this data will also be driven by the work week. The Beer
consumption dataset [3] tracks the daily beer consumption in
the Czech Republic. We expect that consumption will vary
with people’s weekly routines and also expect a weekly period
in this data. The Historical Weather dataset [1] consists of 5
years of hourly weather measurements. We use the pressure
time series at 36 US cities. Since the pressure is directly
affected by the solar position we expect half-day or daily GT
periods in this dataset. Finally, the Air Quality dataset [25]

contains the PM2.5 measurements for five cities in China
between 1/2010 and 12/2015. PM2.5 levels measure small
(less than 2.5nm) airborne particles, predominantly generated
by burning of fossil fuel. Therefore, the PM2.5 index is related
to automobile emissions, industrial activity, and construction
work. These activities are likely to follow human behavioral
patterns, which will often lead to periods of half (12 hours)
or full days (24 hours) [21]. In this experiment, we report the
results based on data from Jingan, Shangai, China.

A note on expected periods: While ground truth periods
are not usually available for many of the above datasets, since
these datasets represent human activity we expect intuitively
”natural” periods - a (half) day, a week, a month, a year.
Otherwise, the detected periods are more difficult to interpret
as driven by phenomena from the respective domains.

B. Experimental setup

Baselines: The key goal of our model is period learning but
it can also be employed to perform seasonality adjustment
and impute missing data or project future behavior. For period
learning, we compare our method to three baselines: NPM [38]
which is the state-of-art period learning method, FFT [22],
and AUTO [24] which combines auto-correlation and Fourier
transform. In particular, these three baselines are not designed
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Fig. 5: Evaluation of missing value imputation.

for multivariate time series directly, therefore we apply them
on each univariate time series and combine the results. We
also compare LAPIS to two period-agnostic baselines for
missing data imputation: Spline interpolation [30] and matrix
completion NMFMC [45]. We do not compare to deep learning
methods because they have significantly higher complexity and
require large amount of data for training.

To test if the period learning baselines are mainly affected
by missing data, we also attempt to impute missing values
and then learn periods, resulting in no-missing value variants:
NPM+, FFT+ and AUTO+, where we combine period-agnostic
missing data imputation with period learning baselines. Here,
we employ NMFMC to impute values before employing NPM,
FFT and AUTO because it outperforms the Spline method
in all datasets. We also quantify the utility of seasonality
adjustment by LAPIS for improving auto-regressive prediction
models.
Metrics: In the period learning task we use the accuracy of
detecting ground truth (GT) periods for evaluation. Among all
detected periods by competing methods, we employ the top-k
periods for computing the accuracy, where k is the number
of GT periods. For missing values imputation and forecasting,
we adopt Sum of Squared Errors (SSE) for evaluation.

C. Period learning analysis.

We compare LAPIS to baselines on synthetic data for
varying signal to noise ratio (SNR) and the percentage of
missing values in Fig. 3. In Fig. 3a we compare the meth-
ods on synthetic data with no missing values and varying
SNR. LAPIS consistently detects all periods at 100%. NPM
achieves 100% accuracy only for large SNR indicating that
it is sensitive to noise. FFT and AUTO achieve a maximal
70% and 50% accuracy for the lowest noise is regime. To
further demonstrate our model’s robustness, we quantify the
total number of detected periods. We scale the magnitude
of the period detection vector reported by each method and
threshold it at 0.2. We report the obtained number of periods
for all methods in Fig. 3c. LAPIS typically reports close to
the ground truth number of periods (20 in this experiment),
while competitors tend to detect a large number of spurious
periods not in the GT. While both LAPIS and NPM employ
Ramanujan dictionaries, our methods is less sensitive to noise
since it exploits sharing of periods across time series and

further enforces a block structures in the periodic dictionary
which NPM neglects.

LAPIS retains perfect detection of GT periods for increasing
fraction of missing values (up to 70%) due to its explicit
modeling of missing values in data (Fig. 3b). In comparison,
alternatives (FFT and AUTO) degrade steadily even when
missing value imputation is performed as a prepossessing
(FFT+ and AUTO+). This suggests that period-agnostic miss-
ing value imputation does not help significantly traditional
period learning approaches. NPM fails to detect periods in
the presence of missing values, i.e., when missing values are
filled with a constant (NPM) or by NMFMC (NPM+), as
the inconsistency of the imputed values “break” the periodic
patterns in the data.

Period learning results in real-world data are reported in
Fig. 4 as violin plots of the distribution of predicted periods,
where the GT periods are shown as horizontal dashed blue
lines. LAPIS’s prediction are typically concentrated around
the expected GT periods while baselines are less accurate and
more scattered. LAPIS enforces period sharing across time
series, while others assume independence between time series
and tend to overfit observations, yielding a wide range of
predictions. We further summarize the period learning results
and running times in real-world data in Tbl. I.

D. Missing value imputation.
While LAPIS extract the periodic component from observed

time series and is not directly a missing value predictor.
However we employ the estimated periodic-based values for
missing value imputation. The performance of missing value
imputation in synthetic data for varying SNR and varying ratio
of missing data is shown in Fig. 5a and Fig. 5b respectively.
Though LAPIS is not explicitly designed for missing values
imputation, it outperforms period-agnostic baselines based on
interpolation Spline and matrix factorization NMFMC. Spline
considers temporal smoothness, however, it only models local
changes ignoring periodic behavior. As a result , Spline is
sensitive to noise and missing. NMFMC estimates missing
values based on a low-rank structure in the overall data matrix
Y, which leads to robustness to noise, however, it does not
exploit temporal dependencies of the values.

We also evaluate missing value imputation on the Beer
consumption and Air Quality d datasets in Fig. 5c and Fig. 5d
respectively. We vary the missing data ratio by randomly drop-
ping observations. Spline has the worst performance among
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competitors due to the inherent noise in real-world data to
which the method is sensitive. The performance of LAPIS and
NMFMC are closer with the advantage of LAPIS-based im-
putation increasing with the number of missing observations.
We believe that better trend estimation, instead of the simple
moving average we adopt, can further improve period-aware
missing value imputation, however, such evaluation is beyond
the scope of the current paper and plan to explore it as future
work.

Note that real world time series often exhibit patterns
beyond periodic, such as trends. It is worthy to consider more
complex methods for estimating trend after seasonality adjust-
ment can be employed to improve the prediction, however, this
is beyond the scope of our paper whose focus is on estimating
the periodic behavior.

E. LAPIS for forecasting in time series.
To demonstrate another direct application of accurately

learned periodicity, we present the benefit of accounting for
LAPIS-derived periodic behavior in predicting the future val-
ues of a stationary time series. A time series with a trend and
periodic components can be represented as x = xper+xtr+ε,
capturing recurring periodic or seasonal components in xper
and overall aperiodic trend in xtr, with error term ε. Account-
ing for periodicity in the data enables a method optimized
for detecting consistent trends in data, such as auto-regression
(AR), to more effectively detect the evolution of the time series
as a whole.

We generate a periodic multivariate time series as described
above and train on the first 700 points. A baseline model is
a 10-lag vector AR model (which allows for co-movement
between series), which is used to forecast the final 100 time
points directly. To allow for fit of missing values while preserv-
ing possible interactions between series, we replace missing
values with the mean of the stationary time series instead of
ignoring the time point. Alternatively, we use LAPIS to learn
the periodic approximation X as well as the periodic structure
U. The same AR model is then fit to Y −X, capturing the
trend alone, and the forecast from this AR model is then added
to the projected periodic component from D̃SU, where D̃ is
the periodic dictionary extended to the final 100 time points
which we predict. This procedure is repeated for multiple

missing ratios, and results are presented in Fig. 6a. Removing
correctly-identified periodic components from the time series,
as enabled by LAPIS, leads to more accurate prediction even
over long prediction horizons, particularly in the presence of
missing values.

F. LAPIS for time series clustering.
LAPIS captures the structure among all time series accord-

ing to the period of each univariate time series by imposing
the low-rank regularization ‖Z‖∗, where Z = A (U+ + U−).
We next validate the effectiveness of this learned inter-series
structure. Based on the low-rank structure, we can obtain
time series clusters by using the linear dependency among the
columns in Z, where a column in Z represents the period co-
efficients of the corresponding univariate time series. Based on
the Cauchy-Schwarz inequality [37], one can determine if two
columns are linearly dependent if their inner product equals
the product of their norms. We employ the Cauchy-Schwarz
inequality on Z to determine the clusters of columns, namely
columns form a cluster if they are all linearly dependent.

Notice that LAPIS can automatically obtain the number
of clusters by estimating the rank of Z. Commonly used
clustering methods, such as k-means [20], spectral cluster-
ing [31], and k-Multiple-Means [32], often expect the number
of clusters as a required input. However, this number is
not known apriori in general. For a fair comparison, we
focus on a baseline which does not require the number
of clusters as an input. Rank minimization-based clustering
methods share this advantage, and among them we employ
a low-rank subspace clustering (LRSC) [41] as the baseline.
Analogous to the approach for our method, we apply Cauchy-
Schwarz inequality to get the final clusters for LRSC. We use
the clustering accuracy for performance evaluation, which is
defined as the fraction of correctly assigned data points out of
the total number of data points. Each data point in our setting
corresponds to one univariate time series.

We generate a periodic multivariate time series as in our
synthetic data protocol. We present results of the clustering for
varying SNR and number of outliers in Figs. 6b,c. The results
were averaged over 5 independent runs of data generation.
LAPIS clusters all data points precisely and consistently
because it is insensitive to outliers and noise as demonstrated
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Fig. 7: (a): Periodicity in weather patterns in US cities. The legend specifies the estimated period in hours. (b-d) Parameter
sensitivity analysis for LAPIS.

in all previous experiments. The success of LRSC relies on
the quality of reconstruction of the full raw data, therefore, it
is sensitive to outliers and noise. As a result, the performance
of LRSC is significantly reduced when increasing the number
of outliers or noise magnitude.

We also present the number of clusters detected by each
method in Fig. 6d. We fix the number of instances to 50 and
vary the number of clusters from 2 to 16. LAPIS obtains
the optimal number of clusters steadily as periodicity can
be robustly obtained. At teh same time LRSC increasingly
underestimate the number of clusters with increasing number
of true cluster. Since the number of instances in each cluster is
reduced, the features of instances become more similar aligned
with the self-representation approach of LRSC. Therefore, the
clustering error grows as the margin among clusters narrows.
Note that this is not necessary true in general time series
clustering, but holds for periodic time series as the quality of
their clustering depends on the accuracy in period detection.

G. Case Study: weather periodicity.

The periods produced by LAPIS are physically meaningful,
as demonstrated in Fig. 7a. The data visualized are learned pe-
riods from the Historical Weatherdataset. The majority of the
time series produce meaningful 24-hour or 12-hour periods,
representing daily or morning/evening cycles in atmospheric
pressure. Higher periods indicate greater variability in the
data, suggesting more complex repeating patterns necessary
for a meaningful representation of the series as a whole. As
such, we see shorter periods (12 hours) largely in the drier
regions of the southwest along with some northern locations;
more complicated patterns are seen along the coasts and
around lake- and river-“heavy”‘ regions of the eastern US.
The two regions of 3-hour periods are interesting but difficult
to interpret as they are. This may be suggestive of particularly
stable weather in those cities, or of flaws in the data leading
to less reliable results for those regions.
H. Running time and parameter sensitivity analysis.

In Fig. 8a, we present a comparison of the running time of
competitors. Thanks to the low-rank constraint in our model,
LAPIS is able to converge faster than NPM. While we set
the maximal Ramanujan dictionary period Pmax = 30 for
both LAPIS and NPM, however, the running time of NPM is
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Fig. 8: (a) The running time on synthetic data; and (b) the
periodic dictionary parameter analysis

still much larger than all other competitors. While LAPIS is
slightly slower than simpler alternatives for period detection
(FFT, AUTO) and missing values imputation (NMFMC), it
exhibits better accuracy across tasks and datasets and com-
pletes within seconds on all real data, making it practically
applicable.

Since both LAPIS and NPM use a periodic dictionary, we
also study the impact of the maximal period Pmax, which
controls dictionary size. We present results on synthetic data
with no missing values in Fig. 8b. LAPIS achieves 100%
accuracy for period learning with a wide range of Pmax.
This robust behavior is due to its consideration of the block
structure in the periodic dictionary R. Our model achieves
optimal results with Pmax as low as 20. In comparison NPM
needs to consider as many as Pmax = 140 to get comparable
accuracy as it treats all dictionary atoms as independent from
each other. Note that the corresponding dictionary columns
for Pmax = 20 are 128, while for Pmax = 140 this number
is 6000. This difference corresponds to a large reduction in
computation costs for LAPIS without reduction in accuracy.

We also evaluate the sensitivity of our model to hyperpa-
rameters {λ1, λ2, λ3}. We fix one parameter and vary the other
two, and present the accuracy of period learning when varying
parameters. In this experiment, we use synthetic data with
the missing ratio fixed at 50% and SNR = 5. The cases
of fixing λ3 and λ2 are demonstrated in Fig. 7b, 7c and
7d, respectively. Based on these figures, the performance of
LAPIS is not sensitive to its parameters within significantly
large ranges.



VII. CONCLUSION

In this paper, we tackled the problem of learning periods
from multivariate time series in the presence of noise, missing
values, and multiple periods. We developed an efficient convex
model and an optimization framework, called LAPIS, to
represent and learn the periods in multivariate time series as
a sparse approximation via a Ramanujan periodic dictionary.
We applied LAPIS to both synthetic and real-world datasets
and demonstrated its consistent advantage over state-of-the-art
baselines. LAPIS was able to learn the correct periods (100%
accuracy) even when 70% of the values were missing.
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