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Current Trend: Distributed Processing

e [P Cameras and distributed processors
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What is the Problem?

e Host (machine or human operator) to camera ratio is
generally fixed = workload imbalance

STSEA N

il
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Solution?

 Dynamic assignment of cameras-to-hosts based on
workload

IP cameras can be
dynamically
connected to any
computer!
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Key Research Questions

e Workload

— How does workload
vary with time?
— What does it depend
on?
e Dynamic Scheduling

— How to schedule the
cameras to hosts in a
dynamic manner?

Smoking is not good for health
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Previous Workload Models

e GMM
e Multi-class
e Cluster based

Do not capture
dynamics

e Markov Model

Need to answer what
does it depend on!
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Novelty over existing works

COMPARISON WITH PREVIOUS WORKS

Work Workload Semantic Dyvnamic CCTV Ap-
modeled? considered? assignment plication?
Soldatini et al. [6] No No No No
Marcenaro et al. [7] Static No No No
Detmold et al. [8] No No No No
Collins et al. [9] No No No No
Marchesotti et al. [10] | No No No No
Trivedi et al. [11] MNo No No No
[Dias et al. [12] No No No No
Calderara et al. [13] No No No No
Saim et al. [2] Static Yes No No
Chang et al. [14] Static No No No
Proposed Method Adaptive Yes Yes Yes

17
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Key Contributions

 The Markov chain based workload model
which exploits the environment semantics to
capture the variability of the workload.

 Dynamic load sharing methods which equalize
the workload of hosts (or processors) to
improve the surveillance performance.
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Workload Modeling as Markov Chain

e Semantic characteristics of the workload are
captured in a Markov chain, with states
representing the number of targets in the
environment.

20
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Target Flow Graph

 An operating scenario is represented by a Target Flow graph
(TFG), which consists of a set of tuples

TFG ={(7k,9x) | k € [1,1]}

where g, is the number of targets at time 7,, and / is the total
number of observations.

: &
|

U U

Number of People

LU_[

Frame Number
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Markov Chain Construction

e The processing time and memory requirement for each frame
mainly depend on the number of targets in the surveilled

darea.

A Markov chain preserves the temporal behavior of the
workload in its states and thus can capture the variability of

the workload.

Number of People
—

Frame Number
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Markov Chain Construction 2

e The number of states in a Markov chain is m+1, where m is
determined by the following equation:

mo= maxige | (e, ge) € THG R € |11}
In other words, m is the maximum number of targets
expected in the surveilled area.

e The set of states of this Markov chain can be defined as

follows:
5=1{s0,81,...8m |¥Vi,j € [0,m], 8 =14, 8; #£ 5;}.

23
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Markov Chain Construction 3

 The transition probabilities are represented in the form of a
matrix . nd
Y = {jj‘[j | pij = ?”, i, ] € [ﬂ,ﬂ’i:]} .

where n; is the number of times the camera is in state s; and
n; is the number of times the camera transiting from state s;
to state s;

e Let [ = (71,9, ... Tp) be the steady state probabilities of the

states.
Il = {m | m = pij,pi; € X', i=0C,j € [0,m]}

24
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Model Validation

 Experimental setup

SPECIFICATIONS OF THE SYSTEM

Operating System Microsoft Windows XP

Platform Visual C++ 2008

Additional Libraries | OpenCV

Computer Intel(R) T2300 (@ 2.33GHz. 0.99GB Ram
Image Resolution 320 x 240 captured by AXIS IP camera

 We first record the target flow pattern and construct the
TFG. The TFG is then used to calculate the transition and
steady state probabilities.

25



Workload Modeling
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L)
s

Model Validation 2

e We calculate the mean and variance of the

processing time.

STATE-WISE VALUES OF MEAN AND VARIANCE OF PROCESSING TIMES

State/Targets | p(milliseconds) | o(milliseconds)
0 496 24
1 518 30
2 557 30
3 662 38
4 733 78

* Processing time a Number of targets.

26



Outline

Introduction and Motivation
Related Work

Workload Model

Dynamic Load Sharing
Experiments

Conclusions

,H THE UNIVERSITY OF WINNIPEG

27



& THE UNIVERSITY OF WINNIPEG
Dynamic Load Sharing: Goal and Need

e Goal: to have similar numbers of targets to be
processed by each host

e The workload model is used for dynamically
assigning the video streams to hosts to equalize the
workload.

* The amount of resources required depends on the
state of the environment being observed by the
camera.

 These states can be dynamically calculated for each
camera.

28
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Equalization Function

* Now, if there are N, processors and C,(j) is the set of
cameras assigned to the jth processor, our objective is to
find an assignment scheme which maximizes the

equalization function:

Epe = : N H Z s(cr)+A

N,.
(L{H;_i_A) J=1\Vk;c,€Cpc(5)

N L(j) Z (1)
ith Lg, = L(y o o
W ,Npr: ; (J) el

* where ¢, is the kth camera, is s(c,) the state of that
camera, and A is a small number that accounts for the

analysis workload when there are no targets.
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Dropped Targets

* Apart from equalization, we analyze the number of
targets dropped for a given processor limit of Lth
targets at a time:

N = 5

j=1to N, and L(j)>Lqp

Lin — L(j)|.
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Two Main Questions

e Two main questions:

— How do we do the reassignment?

 We present three methods (DAS, IDAS and Spiral) for camera
assignment

— When do we recalculate the transition probabilities and do
the reassignment?

e The transition probabilities of the states play an important role in
workload equalization

 We propose an Adaptive Reassignment Strategy based on
workload.

31
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Camera Assignment Methods

e Camera Assignment Methods

— A naive approach - perform the reassignment at each time
instant, based on the current number of targets.

e ensure an equalized, number of targets, but it will cause a large
number of camera switching.

— We describe three methods for camera
assignment in which the reassignment is done
based on the current workload as well as the

future expected workload

e Divide and Swap (DAS) method
e Improved Divide and Swap (IDAS) method
e Spiral method

32
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Camera Assignment Methods 2

e DAS method

— In this method, the processors are divided into overloaded
and workload deficient groups, and then state transition
probabilities are compared against thresholds for
swapping the cameras between two types of processors.

e |[DAS method

— Remove the probability thresholds which are difficult to
compute. Hence, it is a more generic method.

— Perform the reassignment in decreasing order of workload
in the overloaded processors and increasing order in the
load deficient processors until one of these groups is
empty.

33
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Camera Assignment Methods 3

e Spiral method

— The IDAS method tries to respect the old camera-to-
processor assignment while doing equalization; therefore,
it is locally applied at the processor level.

— In the spiral method, we give more importance to the
equalization and take the problem at a global level.

— Let R = {c1.¢s,...cn. } bethe set of cameras arranged in
decreasing order of the workload, the current assignment
for the jth processor is calculated as

*"\""Tr-m
Cpelf) = {vk (k—§)%p =0, p= \_}
4 'pf:

— Drawback: Does not respect existing camera assignment,
hence causes more switching.

34
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Camera Assignment Methods 4

 Time complexities of the three methods
— DAS: O(N,,. x N,
— IDAS: O(N,,. x (m+N.,,))
— Spiral: O(m x N
* Since m is usually significantly less than N,.and N_,,
Spiral method would be faster than DAS and IDAS.

e However, IDAS would need more time to calculate
the expected workload (term m), and would
therefore be slower than DAS.

om)
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Adaptive Reassighment Strategy

 Monitor equalization error over time.

e \Whenever this error becomes more than some
threshold, we recalculate the transition matrix and

perform the reassignment.

e We show through experiments how to obtain the optimal
window length to calculate the transition probabilities
threshold for comparing equalization error.

36
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Experiments and Results

 Objective:
— To demonstrate the utility of the three proposed methods

 Experimental Setup:

— We simulate a distributed surveillance system with 100
cameras and 20 processors (N, =20 ).

— All processors are assumed to be of equal power (m = 15).

— We keep the number of cameras connected to the
processors fixed to five and vary their assignment to
processors in reassignment phase.

— Ais assumed to be 1.
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Experiments and Results 2

e Performance Measures:

— We use four performance measures
to evaluate our methods:

— Equalization error (E,),

— Number of targets dropped (N;).

— Number of cameras switched (A},
and WV

— Number of reassignment instances

Image source: http://www.nwlink.com/~donclark/hrd/isd/analysis iStock.jpg
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Experiments and Results 3

e Data Set:

— Five different videos from PETS, each of which consists of
2000 frames taken at 2000 time instants; and five real
surveillance video clips consisting of 5000 frames each.

— We extracted the blob information from these videos and
simulated a distributed system in Matlab to evaluate the
performance of the proposed methods.

— For the PETS dataset, 20 cameras were simulated using
each video. The data for 20 cameras is obtained using the
same video but shifting the time axis and copying.

PETS: www.cvg.cs.rdg.ac.uk/slides/pets.html
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Experiments and Results 4

H_ﬂ‘?
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(b)

Fig 3. Target flow graph of the five PETS and five real surveillance and video
clips. (a) PETS data. (b) Real dafa.
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Experiments and Results 5

* E, (Effect of static camera assignment)

ﬁﬁwwmwww&%wﬁm#w%ﬁ Both assignments

work well in
” Stasc Assignmen 2 patches and it is
. 200 400 Ba0 880 1000 1200 1400 1600 1800 2000 hard to flnd the
better one

5040 10040 1500 2000 2504 1008 2800 4000 4500 B8
Tier Ireslarts

(b)

Fig. 4. Equalization E,. for two random static camera assignments. (a) PETS
data. (b) Real data.
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Experiments and Results 6

e Evaluation of DAS, IDAS and Spiral methods

On average, the

equalization is

| improved by 35%

W e W W nﬂ‘."-m. T for the real data
and 24% for the

PETS data, but at

! the cost of
1B
— T— - camera switching
L[] 00 Tlmﬂin?lullm: 00 R A0S Lt S
(h)

Fig 3 Comparison of static and dynamic workload assignment methods when
reassisnment 15 performed for every frame. (a} PETS data. (b) Feal data.
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Experiments and Results 7

e Evaluation of DAS, IDAS and Spiral methods

TABLE IV
EFFecT oF Dymanor CAMERA ASSIGHNMENT ON REAL DaTta

Method | i Targets Camera switch- | Reéassignment in-
Dropped | ings | stanis

Statie 05842 | 3190 0 | O

Spiral | 07873 | 139 463069 | 5000

DAS 0.7835 | 506 45318 | 5000

[DAS 0.7967 | 407 56170 | 5000

TABIEV
EFFECT OF DynAMIC CAMERA ASSIGNMENT ON PETS DaTa

Method | Eg- Targets Camera Reassignment in-
Dropped | reassignments | stants

Static | 0.7736 | 7436 | 0 | 0

Spiral 09558 | 411 83426 | 2000

DAS 0.9547 | 740 | 0180 | 2000

[DAS 0.9624 | 408 282 2000

43
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Experiments and Results 8

e Evaluation of DAS, IDAS and Spiral methods
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Fig. 6. Performance of dynamic camera assignment methods with £, as feedback for real data. (a) Equalization. (b) Targets dropped. (c) Cameras switched. (d)
Feassignment instants.
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Fig. 7. Performance of dynamic camera assignment methods with £, as feedback for PETS data. (a) Equalization. (b) Targets dropped. (c) Camerag sgwitched.
{d) Reassignment instants.
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Experiments and Results 9

* Adaptive Calculation of Transition Probabilities

i ] w 10* 350 |
= e
g ——SPIRAL
0.8 800 - 'rf,—_’;,_f_,‘_ i -~ DAS 0o h \ ) . _,,-FF’T::
- T i = —IDAS 50 Swr S
e iy oot
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o — BPIRAL .. i P o
~=—DAS e o e = =
0.4 - IDAS 400 SPIRAL 3 = k=g
— DAL 100 = 10AS
—=— IDAS
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Liniurming Window Sk L ranl gy W inpchon S Lanwrasiagg Winaksy Sz Laoirndng Window Slxe
(a) (b} () (d)

Fig. 8 Performance of adaptive methods for different learning wimdow sizes, Eyy, = 0.7 for real data. (a) Equalization (b) Targets dropped. (c) Cameras switched
{d) Reassignment instants.
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Fig. 9. Performance of adaptive methods for different learming window sizes, E,, = 0.8 for PETS data. (a) Equahization. (b) Targets dropped. (&)J-Camzras
swifched. {d) Reassignment mstants.
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Experiments and Results 10

e Comparison with random assignment

TABLE VI
EFFECT OF TRANSITION PROBABILITIES FOR. E.EAL DaTa

Method Ene Targets Camera switch- | Reassignment in-
Dropped | mgs stants
Random | 0.3547 | 5469 474939 SO00
Swatic | 05842 [ 3190 [0 I
Dynamie | 0.7530 523 21166 237
TABLE VII
EFFECT OF TRANSITION PROBABILITIES FOR PETS Darta

Method Ese Targets Camera switch- | Reassignment -

| Drropped Ings skanis
Random | 0.7949 | 13203 | BO9R3 2000
Sane | 0.7736 | 436 | O O
[y namic | 0BG | GA6Y 241) 9
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Conclusions

e All three dynamic load sharing methods provide better
equalization than static methods.

e Random reassignment method performs better than
static method, but poorly in comparison to dynamic
load sharing methods.

e Employing a feedback mechanism to perform
reassignment reduces the overhead drastically, with
marginal compromise in equalization.

e Adaptive calculation of transition probabilities further
reduces overhead.

e Spiral method is faster than DAS and IDAS in terms of
computational complexity.
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Happy Endings
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Happy Endings
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Publications

e M. Saini, X. Wang, P. K. Atrey and M. S. Kankanhalli.
Dynamic workload assignment in video surveillance
systems. IEEE International Conference on Multimedia
and Expo (ICME'2011), July 2011, Barcelona, Spain.

e M. Saini, X. Wang, P. K. Atrey, and M S. Kankanhalli.
Adaptive workload equalization in multi-camera
surveillance systems. IEEE Transactions on Multimedia,

14(3):555-562 (2012).
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What Next?

e This is not the end of the world.

* Evaluate the effectiveness of the dynamic load
sharing methods with real surveillance
implementations and explore non-preemptive
scheduling methods.
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