
Relaxed Clustered Hawkes 
Process for Procrastination 
Modeling in MOOCs
Mengfan (Miley) Yao, Siqian Zhao, Shaghayegh (Sherry) Sahebi, Reza Feyzi Behnagh

Mengfan (Miley) Yao, Shaghayegh (Sherry) Sahebi, Reza Feyzi Behnagh



Content
Introduction

Model

Experiments

Conclusion

2



Introduction
01

3



MOOCs?
Voluntary delay (≈ 

cramming behaviors)

Why?Procrastination?
Lack of time management, 

little self-regulation,…

What?

= Massive Open 
Online Courses

Characteristic 
behaviors; clusters

How?
Static measures (e.g. 

avg. time)

why?
Bad & prevalent 
Detect & predict

regulate & prevent

1.1 procrastination modeling in MOOCs
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1.2.2 our solution1.2.1 problem
Need a procrastination model that:
• Can model temporal aspects (aot. static)
• Personalized (aot. full set of parameters)
When:
• Observation is sparse
• students’ group structure 

A personalized stochastic model that 
discovers student behavior clusters, that can 
predict future activities with missing and 
partial data, but without auxiliary features
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2.1 problem formulation

M students N assignments
Current/finished assignments

Future/missed assignments

Training
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To be 
predicted

Observed 
activities

No observations

To be 
predicted

Consider a MOOC

t (time)

t (time)
Testing 

Training Testing 

e.g. open an 
assignment
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2.1 problem formulation (cont.)

...

...

... ... ...

...

N
 assign

m
en

ts

M students
NxM student-
assignment pairs
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2.2 RCHawkes-Gamma

2.2.3 Mixture Gamma 

2.2.2 Joint relaxed Clustering

2.2.1 Hawkes model
model temporal aspects

Robustness          interpretability
T

O

P

O

G

Personalized 

Observation is sparse

students’ group structure 
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Model Discrete Events in Continuous Time

• model temporal aspects

2.2.1 Hawkes model --

For             , observe its time sequence: 

triggered

T

Define its intensity function

Base rate

Self-excitement decay rate (hyper)But what if there is no observed activity for a 
sequence? And how to model more than one 

sequences?



2.2.2 Joint relaxed Clustering
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Convex relaxation:

P
O
G

Personalized 
Observation is sparse
students’ group structure 

Self-excitement 
matrix

M students

N
 assignm

ents

Cluster 3

Cluster 1 Cluster 2Learnable Z M

M

Not similar

similar



2.2.3 Mixture Gamma prior
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Robustness          

interpretability

Shape 
(pesudo base rate)

Scale
(pesudo #. Events 
triggered internally)

The prior when student i is in m-th cluster

Loss:



2.2.4 Optimization

source

Proof
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http://awibisono.github.io/2016/06/20/accelerated-gradient-descent.html
https://github.com/persai-lab/AAAI2020-RCHawkes-Gamma/blob/main/Supplementary.pdf
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Datasets Evaluation

Baselines

3.1

3.2

3.3

Student Procrastination 
Analysis

3.4

3. Experiments
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5400 s-a pairs

~810 K activities

MORF

CANVAS

675 students, 8 
assignments,
~102K activities

471 students, 6 
assignments, ∼740K 
activities

Synthetic

real-world

10% missing

30% missing

50% missing

70% missing
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3.1 
datasets



3.2 baseline approaches
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Application Model Infer future of 
unseen Data

Require No 
External 
Features

Capture 
Temporal 

dependency

EDM RCHawkes-Gamma ✓ ✓ ✓
EDM RCHawkes ✓ ✓ ✓
EDM EdMHP (Yao et al, 2020) x x ✓

Rec-Sys HPLR (Du et al, 2015) ✓ ✓ ✓
ATM ERPP (Xiao et al, 2017) x x ✓

Rec-Sys HRPF (Hosseini, 2017) ✓ ✓ x

Rec-Sys DRPF (Hosseini, 2017) ✓ ✓ x
Others RMTPP (Du et al, 2016) x x ✓



3.3. Evaluation

Cluster 
recovery

Parameter 
Estimation

RMSE of estimated 
parameters
The lower the better

RMSE of predicted next 
arrival time
The lower the better

Recovered correlation 
matrix
The higher the within-group 
correlation and the lower the 
between-group correlation the better
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Time prediction

Synthetic real-world

Synthetic real-world

Synthetic real-world



Parameter Estimation
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Synthetic real-world
Infer unseen data

• Lower RMSE
• Less sensitive to miss ratio



Cluster recovery
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Synthetic real-world

• Successfully recover 
correlation matrix

• The closest to ground truth



Time prediction
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• Smaller RMSE in all 
settings

• More robust to large miss 
ratio
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Correlation Analysis

3.4 Student Procrastination Analysis

A
A

A
U

U

U

• All correlations are statistically significant with p-value<0.05
• All correlations are positive (e.g. higher delay and higher self-

excitement)
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Clustering Analysis - CANVAS Clustering Analysis - MORF

3.4 Student Procrastination Analysis

Cluster 1: small, increasing then decreasing delay
Cluster 2: higher, increasing delay
Cluster 3: high, increasing delay
Cluster 4: high, consistent delay

Cluster 1: small, consistent delay
Cluster 2: higher, decreasing delay
Cluster 3: small, increasing delay



4. Conclusion
1

2

4

5

Provide our solution to the problem of 
modeling procrastination in MOOCs.

Proposed a student procrastination model: 
personalized ; capture group structure, predict 
future for unseen, without auxiliary features.

Achieve a better performance than state-of-the-
art in synthetic and real datasets

Demonstrate the identified clusters are 
meaningful representations of procrastination. 
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3 Provide a novel framework for Hawkes process 
modeling that jointly learn all sequences.
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https://persai-lab.github.io/
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http://bit.ly/2Tynxth
http://bit.ly/2TyoMsr
http://bit.ly/2TtBDfr
https://persai-lab.github.io/


Questions?
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