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The Aurora/Borealis Project

MIT ® Brown Univ. ® PBrandeis Univ.
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The goal is to implement a system that facilitates real-
time monitoring applications.

® 200K lines of source code

® 200 downloads during 2006 - 2007

® Demo at SIGMODO03, SIGMOD04, SIGMODO05*
* best demo award

® StreamBase™
e [VLDBO2] is cited more than 700 times.
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Paradigm Shift

trad itiOnaI Queries DBMS Answers

® High and variable input rates
® Unbounded and ordered data
® | ow-latency requirements

® Push-based processing
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Query Model

long latency path
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Quality of Service (QoS)
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0 ' 0 > 0
S delay 100 % messages 0 Output value

delivered

® Specifies “Utility” of Imperfect Results
- Delay-based
® utility of late results
- Delivery-based & Value-based

® utility of partial results
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Scheduling in Aurora

® (Goal: maximize overall utility

® Example
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® (Goal: maximize overall utility

® Example
po
L A I :
ChOlce 1. (.., age: 1 sec)> cost: 0.5 sec 1
2 sec — delay (sec)
¢‘

. _ B I 5
Choice 2: (-, age: 3 sec) | cost:2 sec .
>

dsec delay (sec)

- Schedule Operator A rather than B!
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Load Shedding

® Goal: maximize utility in overload situations
® QoS Driven

T delivery-based QoS

T{/er)’-based QoS
B
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® Main Principle - Drop as early as possible
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Load Shedding

® Goal: maximize utility in overload situations
® QoS Driven delivery-based QoS
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High Availability [icde05]

® Jo mask up to f fail-stop server failures,
deploy, for each operator, (f+1) replicas f{
on independent servers B f+

® What's new in stream processing?

- customized to the data flow nature
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- low-latency requirement

- recovery semantics: precise, no-loss, etc.
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High Availability [icde05]
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High Availability [icde05]
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High Availability [icde05]
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Other Past Work: Load Management [ICDE05,VLDB07]

Monday, October 7, 2013



CSI 508. Database Systems |

Other Past Work: Load Management [ICDE05,VLDBO7]

Monday, October 7, 2013



CSI 508. Database Systems |

Other Past Work: Load Management [ICDE05,VLDBO7]

Monday, October 7, 2013



CSI 508. Database Systems |

High Availability for Server Clusters [ICDE 05, ICDE 07]
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High Availability for Server Clusters [ICDE 05, ICDE 07]

Sub-Problems

® Forming Checkpoint Units

® Assigning Backups

® Scheduling Checkpoints

replay!
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Replication for Performance and Reliability [1cbeos;
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Replication for Performance and Reliability [1cbeos;
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Advantages

- Gain in Performance

- Resiliency against changes
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Replica Deployment
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Replica Deployment

» ‘ cost(S) = rate(S)*delay(S) l
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Replica Deployment
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iFlow

Jeong-Hyon Hwang Sanghoon Cha Christopher McConnell
SUNY Albany BS Brown, Oracle, Google MS UAlbany, GE Research

<nap

Target Apps

financial market monitoring (with IBM Research)

enetwork monitoring (with LSU)

elarge-scale data analytics (with SnapLogic)

*social network analysis (with D. Public Administration and Affairs)
*GPS data analytics (with D. Transportation)

Publications

[DIDC 10]

*[GridPeer 10]

*[VLDB 10]

*[ACM GIS 10, best poster runner up]
[DIDC 11]

*[DCPerf 11]

*[Geo.COM 11]

*[PPNA, under review]

*[VLDB 12, under review]

*[SOCC 11, to be submitted]
*[TKDE, to be submitted]

866

Jerry Lin Fan Ping

MS UAlbany, GE Research PhD UAlbany, Amazon

Borealis-R Visualizer (New)

Setup Query Replication

Logical View

Physical View
LoadReader Union Filter
(1@1) i /(101@4) \ /(201@9)
| Join /| “. |Application
P |\ 1(103@8) = /(202@14)
LoadReader |/ '|Union ke (1, [Filter
2@2) [ |(101@6) A 0/“‘ "“f /(201@12)
W N
i H
LatencyReader|  |Union i ‘\"\ {1\[Filter
(4@4) |(102@9) N ///(203@9) . —
\/ /~UYoin ! *.|/Application
A [ /l(103@11) (204@15)
LatencyReader|/ |Union /
(5@5) [ (102@10)
Hosts
id host name location site name
0 node2.lbnl.nodes.planet-lab.org (-122.268, 37.8702) Lawrence Berkeley National Laboratory
1 planetlabl.snva.internet2.planet-lab.org (-122.0, 37.0037) Internet2 - Sunnyvale m
2 planetlabl.losa.internet2.planet-lab.org (-118.003, 34.0005) Internet2 - Los Angeles
3 planetlab2.unl.edu (-96.6667, 40.8) University of Nebraska - Lincoln
4 planetlabl.ipls.internet2.planet-lab.org (-86.33, 39.77)
5 planetlab2.uc.edu (-84.5,39.11) University of Cincinnati
6 planetlab-2.iscte.pt (-9.08, 38.43) ADETTI/ISCTE
7 nlanetlab-1.tssa.ora (-7.15825.52.2441) Warterford Institute of Technoloov
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