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• MIT

The goal is to implement a system that facilitates real-
time monitoring applications.

• 200K lines of source code

• 200 downloads during 2006 - 2007

• Demo at SIGMOD03, SIGMOD04, SIGMOD05*
* best demo award

• StreamBaseTM

• [VLDB02] is cited more than 700 times.
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Figure 2.1: Query Network Example

Stream processing operators play the role of processing tuples and producing results of interest.
Because queries are expressed as combinations of them, they enable query optimization (if a query
can be expressed as multiple equivalent combinations, we choose the combination with the minimum
execution cost) as well as sub-query sharing. In this section, we summarize these operators. Further
details on the Aurora/Borealis operators are presented in [1].

2.2.1 Stateless Operators

A stateless operator performs its computation based on one input tuple at a time without holding
any state. Here, state refers to the data structures that an operator maintains for its computation.
Aurora and Borealis provide the following stateless operators:

• Filter is the equivalent of the selection operator in the relational algebra. Filter applies a
predicate to every input tuple and passes tuples that satisfy the predicate. Tuples that do not
satisfy the predicate are either dropped or forwarded on an optional second output stream.
Filter can have multiple predicates. In this case, it acts as a case statement. In other words, it
propagates each tuple on the output stream that corresponds to the first matched predicate. In
Figure 2.1, Filter operator σ4 evaluates its predicate for tuples (9:00:00, A-C, 50%), (9:00:01,
A-C, 40%), (9:00:02, A-B, 100%), (9:00:02, A-C, 10%), · · · . This operator forwards (9:00:00, A-
C, 50%), (9:00:01, A-C, 40%), (9:00:02, A-C, 10%) to operator µ5 because their load attribute
values are less than 100%. It sends (9:00:02, A-B, 100%) to operator µ6.

• Map extends the projection operator in the relational algebra. Map transforms input tuples
into output tuples by applying a set of functions to the tuple attributes. In Figure 2.1, Map
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High Availability [icde05]

• To mask up to f  fail-stop server failures,      
deploy, for each operator, (f+1) replicas 
on independent servers

• What’s new in stream processing?

- customized to the data flow nature

- low-latency requirement

- recovery semantics: precise,  no-loss, etc.
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• Forming Checkpoint Units

• Assigning Backups

• Scheduling Checkpoints
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ActualLogical

Advantages

- Gain in Performance

- Resiliency against changes 
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Target Apps
•financial market monitoring (with IBM Research)
•network monitoring (with LSU)
•large-scale data analytics (with SnapLogic)
•social network analysis (with D. Public Administration and Affairs)
•GPS data analytics (with D. Transportation) 

Publications
•[DIDC 10]
•[GridPeer 10]
•[VLDB 10]
•[ACM GIS 10, best poster runner up]
•[DIDC 11]
•[DCPerf 11]
•[Geo.COM 11]
•[PPNA, under review]
•[VLDB 12, under review]

•[SOCC 11, to be submitted]
•[TKDE, to be submitted]
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