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Abstract—Network coordinate systems can efficiently predict  In previous network coordinate systems, adaptation to
the round-trip time between any pair of nodes on the Internet  changing system conditions is done by consistently upgdatin
These systems map nodes onto a multi-dimensional coordir@t 4qe coordinates based on the latencies of new communica-
space such that the round-trip time between two arbitrary nales . . .
can be estimated by the distance between the corresponding,t'ons' These techniques, howevgr, may be mlsl_ed '?Y erraneou
pair of points in the coordinate space. In these systems, gac information, such as extra-ordinary round-trip times. One
node continuously updates its coordinates based on the lateies proposed technique to solve this problem requires each node
of new communications and the coordinates of other nodes. to remember the round-trip times and to update its coorefat
Node coordinates obtained in this manner, however, may be 5564 on the 25th percentile value (for each connection to a

misled by erroneous information, such as extraordinary round- . .
trip times. Previous techniques attempt to overcome this psblem remote node) [6]. Other techniques detect outliers based on

by having nodes reject new information if it is inconsistentwith ~9€ometric constraints, such as triangle inequality [10L][
the current coordinates. These techniques are still inapppriate  Nevertheless, all of these methods have limitations. Thadéo

if the coordinates are not sufficiently accurate. cannot effectively detect outliers if nodes do not commatgc
In this paper, we develop a new approach where each node pften with the same set of nodes. The latter may mistakenly

preserves recent communication history. To update a node’so- . . . :
ordinates more accurately, our approach re-evaluates theecords regard valuable information as outliers if the current loca

in the node’s history while ignoring inconsistent communiation ~ coordinates have been chosen using inappropriate infarmat
records and applying a higher weight to more reliable record. . .

This approach thus can prevent node coordinates from being IN this paper, we propose a new technique, called Ret-
affected by erroneous information that was difficult to detet in ~ rospective Network Positioning (RNP) that can tackle the
the past. Through evaluations based on real network trace da, above limitations. In RNP, each node preserves recordstabou
we demonstrate that our approach can reduce network latency yecent inter-node communications as well as their rouipd-tr
prediction errors by 50% compared to previous approaches. times. RNP can thus retrospectively update node coordinate
while filtering out past information that was later found te b
inconsistent. RNP is also designed based on the observation

Recently, there has been significant interest in techniqu4t the coordinates of a node may change significantly over
that can allow nodes on the Internet to determine the latencylime depending on the network condition as well as the load
any other node without actively monitoring all of the nodas. Of the node. In RNP, stable node coordinates have a higher
variety of applications can benefit from these techniques. FMPact in coordinate calculation, thereby effectively bding
example, a central system with clients in diverse geograpii€ latency prediction errors.
areas would service all the clients with low communication Through evaluation using real network traffic data, we

Iallltency E thhe service |s|_proy|ded at the centroid of thaemonstrate that RNP, compared to previous techniques, can
cf|f(_ar?ts.| ulrt ermore, a client in a peer-to-peerh system Cafhieve comparable prediction accuracy with significantly
€ 'C,'emy, oca.te.a PEeer, among many peers that store er inter-node communications. Further, we show that RNP
desired file, within the shortest communication delay. ®th‘§uarantees more stable node coordinates than other teelsniq

applic_abl_e areas include rou_ting [1]. content distribatia], and thus can reduce the network latency prediction error by
and distributed data processing [3]. 50% in certain situations.

Network coordinate systems aim to efficiently provide the
aforementioned functionality [4], [5], [6], [7], [8], [9]These = The remainder of this paper is organized as follows. In
techniques map nodes onto a multi-dimensional coordin&ection Il, we provide an overview of previous techniques an
space such that the round-trip time between any pair of nodéiscuss their limitations. In Section Ill, we present our RN
can be estimated by the distance between the correspondeahnique while highlighting its benefits. In Section IV, we
pair of points in the coordinate space. Due to this abstracti substantiate the utility of RNP by contrasting it with pravs
network coordinate systems can allow us to solve variotechniques. Then, we summarize related work in Section V
problems in distributed systems as geometric problems [6]and conclude in Section VI.

I. INTRODUCTION



Il. BACKGROUND Other classes of outlier filtering techniques that rely on

Network coordinate systems embed nodes onto a virtu¥pde coordinates have also been developed. One such tech-
coordinate space in a manner that facilitates network ¢gterfique, Triangle Inequality Violation (TIV) Alert, classifs
prediction. In this section, we provide overviews of a rednformation about a communication as an outlier if the round
resentative algorithm, called Vivaldi, that determinesdao P time is larger than a certain bound obtained from past
coordinates (Section 1I-A) as well as methods that deteg@mmunications [10], [11]. Wang et al’s recent work [11]

outliers (Section 1I-B). We also discuss the limitationgfoése argues that TIV Alert outperforms other statistical methfg],
previous techniques (Section 1I-C). [15], [16]. We thus use TIV Alert as the representative of the

coordinate-based techniques throughout this paper.

A. Vivaldi

Vivaldi is a distributed algorithm that assigns syntheti& Limitations of Previous Methods
coordinates to nodes [4]. In Vivaldi, nodes piggyback infor As described in Section 1I-B, the prediction performance of
mation about their coordinates onto messages that upper-le/ivaldi degrades as the number of outliers increases. Tech-
applications exchange. Whenever a node receives a megisagegues summarized in Section |I-B also have limited outlier
updates its coordinates in a manner that reduces the ditferedetection capability. In particular, MP filtering can deteat-
between the actual round-trip time and the distance to thers for each remote node only when multiple communication

remote node in the coordinate space. with that node have taken place. This technique thus cannot
effectively detect outliers if nodes do not communicatewoft
Algorithm 1 Vivaldi(rtt, z’, €’) with the same set of nodes. Coordinate-based outlier detect
Lz —atce X = X (rtt — ||z — 2'||) x u(z —2) represer)ted by TIV Algrt, may also mistakenly regard vaeiab
20 ce X o information as an outlier if the current coordinates haverbe
||e—a'||—rtt] chosen using inappropriate information.

3 e T xa+ex(l—a)

Ill. RETROSPECTIVENETWORK POSITIONING

Algorithm 1 shows how a node updates its coordinates basedur retrospective network positioning technique, abbre-
on the round-trip times(t), the remote node’s coordinates) viated as RNP, preserves records about recent inter-node
as well as the errore() that remote node has derived from itcommunications. By re-examinating the validity of past eom
past coordinate computation. In the algorithm, the node¢ finsiunication records, RNP can accurately predict network la-
computes the force vectorit— ||z —2'||) x u(x —2') that can tencies. In this section, we describe the operation of RNP
rectify the mismatch between the round-trip tim¢ and the (Section IlI-A) and highlight the advantages of RNP over
estimated round trip timgz — || (line 1). Here,u(x — 2’)  previous network positioning techniques (Section 11I-B).
denotes a unit-length vector that represents the direafon _
the force vector, while_%; represents the confidence of theéd The RNP Algorithm
local node regarding its coordinates relative to that of the The design of RNP is motivated by the limitations of
remote node. Multiplying the force vector by allows previous network positioning techniques (Section II-Q). |
more confident nodes to tug harder than less confident nodegticular, we note that it is hard for a node to be confident
Constantc, dampens the magnitude of the coordinate changbout its position in the coordinate space if the node has
to prevent the coordinates from oscillating. rarely communicated with other nodes. For example, if a node

In the algorithm, the node also updates its coordinate errohas conducted only the first round of communication with a
using an exponential moving average of the relative prgtict remote node, it cannot determine if the communication had

error W with weight o (line 3). « is in turn the an unusual latency. Further, if a node has not yet found an

product of a dampening constant and the confidence-<, appropriate location in the coordinate space, it is nototiffe

of the node relative to the remote node (line 2). to detect outliers by comparing the round-trip time and the
o distance between the corresponding points of the nodes in
B. Outlier Filtering Methods the coordinate space. Despite such uncertainty, nodes must

The Vivaldi algorithm described in Section II-A has beeprocess incoming coordinate information. Otherwise, tteay
adopted in various contexts [12], [6], [13], [11], [14], [/A not update their coordinates and thus cannot more accyratel
main limitation of Vivaldi is that node coordinates can b@redict network latencies. This requirement, however liesp
easily affected by abnormal round-trip times resultingnfro that node coordinates (particularly at an early) are sugiep
network congestion, server overload, and possibly attagks to erroneous information, which can often be discovereg onl
malicious nodes that intentionally hinder message delives when more network measurement data becomes available.
a solution to this problem, Ledlie et al., have developed Mo¥-or this reason, each node in RNP preserves recent inter-
ing Percentile (MP) filtering [6]. In this technique, nodésre node communications and re-evaluates them with forthcgmin
the latencies of communications, for each remote node ainformation.
then use a predefined percentile of the sorted latencies. ThiAlgorithm 2 describes the operation of RNP when a node
prevents outliers from being used in coordinate calcufatio receives a message from a remote node. The message contains



Algorithm 2 RNP(id', rtt,z’,e’,v") of the remote node’s coordinates. Table | summarizes all the

1: H.insert[id’, rtt, 2’ e’, v, current_time()]; symbols used in Algorithm 2.
2: if H.size() > mazxy then The first step that the receiver node takes is to record the
3:  H.remove_first(); received information as well as the current time in the hjsto
4. end if buffer H (line 1). If the node has received multiple messages
5. for r € H do from a remote node (distinguished hby'), it uses the 25th
6: I/l r appears in the order of increasilﬁgﬁj—/, r.time) percentile of the round-trip times to ignore outliers as iP M
7. if loutlier(r) then filtering [6]. Our implementation of{ is based on aorted
8 Vivaldi(r.rtt, r.a’, r.e’); tree structure that achieve&s(n) time cost for scanning the
9: endif stored records an@(logn) time cost for update operations
10: end for such asinsert() and remove_first(), wheren is the number
11 of records stored irtH.
12: outlier(r) Next, the node bounds the growth of histddybased on a
13: count «+ 0; parametermazy, the maximum size oH (lines 2-4). When
14: for ' € H do a record needs to be removed froky the record with the
15 6 — 14 B(rv + '), highest velocity (i.e., the record about least stable deord
16:  if (raott +0rtt)o < ||r'.x —r'2'|| or nates) is chosen. After this, the node adjusts its coorenat
[rortt — v’ rtt] > ||’ — r'.2'||6 then by re-processing the stored communication records (using
17: count < count + 1; Vivaldi) in a lexicographical ordev(%,tz‘me) (lines 5-10).
18: end if The motivation for this ordering is that node coordinategeha
19: end for significantly different stability levels (e.g., overloatiaodes
20: if count > O,u11ier then tend to have significantly varying coordinates) and praogss
21:  return true; more stable coordinates later will make these coordinates h
22: else a higher impact on the resulting coordinates. The latter is a
23:  return false; consequence of using the exponential moving average model
24: end if in Vivaldi (line 1 in Algorithm 1), which gives a higher weigh
to the records processed later. The secange component in
[ Symbol | Meaning | the ordering makes more recent coordinate information have
it round-trip time of the last communication a higher impact on the resulting coordinates.
z,z’ coordinates of local and remote nodes, respectively RNP also includes an effective outlier filtering method
e, e coordinate errors of local and remote nodes . o . . . .
v, v’ recent coordinate velocities of local and remote nodes (“ne 4; lines 12'24)' Given a communication recordthis
id' identifier of the remote node outlier filter checks how many records i violate triangular
H local node’s comm. history: sorted ky; , time) inequalities when considered with (lines 13-19). If the
e wi?]’ggnvyr;‘izséz&?nﬂggs) for velocity calculation number of violations (i.e.count) is larger than a pre-defined
8 fudge factor for triangular inequality violations threshold 0,.1:c, then recordr is classified as an outlier
Ooutlior threshold: if the nu_mbgr of TIVs i§ larger than this threghol (Iines 20-24)_ In our current implementatioﬁmmer is set
the given communication record is regarded as an outlier. to one fifth of the number of records if. For the given

TABLE | recordr and each record’ contained inH, our outlier filter
SYMBOLS AND THEIR MEANINGS examines generalizations of two triangular inequalitieseé
16 and 17)4 in the inequalities is a fudge factor to tolerate
slight violations of triangular inequalities.has a larger value
the remote node’s coordinates’ and error ¢) as in the (and thus can tolerate more triangular inequality violagio
as the constan has a higher value or as the records

original Vivaldi algorithm (Section 1I-A). It also includethe dr' b | liable (i.e. th di dinat
remote node’s identifieri{’) as well as the recent velocityan " become [ess reflable (i-e., the corresponding coordinate
\Qelocmes increase).

(v") in the coordinate space. This velocity is computed b
the remote node over the the most recent windowuof B Discussion

communications as follows: As described in Section 1lI-A, RNP keeps track of inter-

) Zi‘flzww node communications so as to accurately predict network
voi= log, @ (1) latencies. If it turns out that a communication record is
inconsistent with other communication records obtainéer|a

where 2/[c] and z/[c — i] denote the remote node’s currenRNP thus can rectify the node coordinates by skipping the
coordinates and those befareommunications, respectively. If erroneous record while updating the node coordinates. On
the remote node has received fewer thamessages;’ is set the other hand, even if a communication record has been
to a sentinel value to indicate the lack of sufficient infotima. mistakenly classified as an outlier, the record can still be
It should be noticed thag;, can used to indicate thaability incorporated into future coordinate computation. Furrtiane,




RNP prioritizes communication records so that node coor-
dinates can be updated based on more reliable coordinate
information. Section IV demonstrates that due to the above
characteristics, RNP can provide higher prediction aagura
than other techniques. We also show that RNP can achieve
comparable prediction accuracy with substantially fevaser

node communications used by previous techniques.

IV. EVALUATION

In this section, we present the results of our evaluation
study on network latency prediction techniques. We describ
the settings (Section IV-A) and compare RNP with previous
techniques in terms of network latency prediction accuracy
(Sections IV-B and IV-C).

time (epoch)
A. Settings Fig. 1. Median Relative Prediction Error
To evaluate RNP as well as a number of other representative o
techniques, we have developed an event-based simulator. We V.‘ ld\(i(v’\'jlllg)i o ]
. . . . valdl (MP) ===== : !
present the evaluation results obtained by replaying aimenl RNP --eene H

network traffic archive [17] collected over 283 nodes on
PlanetLab [18].

In our simulations we focused on a subset of the data,
utilizing 245 of the 283 nodes, selecting those with a fullafe
latency data upon formatting for our simulator. All of the524
nodes initially have their synthetic locations at the origif
the coordinate space. Whenever nodes receive a message, the
update their node coordinates based on the chosen network
positioning technique.

In our simulations, we tested Vivaldi and RNP. Vivaldi and
RNP were also tested with several outlier filtering techagju
including MP filtering, TIV-Alert and our own (labelled TIV)
Unless otherwise stated, we use the dimension of 3 plus the
height vector (as in [4]) for the coordinate space and use the
duration of 50 simulation epochs, each of which corresponds
to a one hour period in the network traffic data [17]. During an
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epoch, each node sends/receives approximately 50 messa@gfiversely, MP Filtering can reduce the relative predicto

All of the results presented in this section were collectednf
15 simulation runs.

ror down to 20-30% by filtering latency outliers. Our approac
RNP, can achieve similar results without using any outlier

filters. Finally, we apply our TIV outlier detector to RNP

B. Prediction Accuracy Comparison

reducing the relative prediction error to 10%, a 50% reduncti

The first set of evaluations compare the performance ofmpared to the best case of the Vivaldi implementation. It
network positioning techniques. For this comparison, w& firis important to note that a combination of TIV and Vivaldi
obtained (from the network trace archive) the median @kovides no improvement in the prediction accuracy and thus
latencies for each pair of nodes. We then computed thas been omitted from the figure.
relative prediction error for each pair of nodes. This error Figure 2 shows the distribution of relative prediction esro

can be expressed efé% wherex and 2’ denote the for all the node pairs. This figure shows that the median
coordinates of the sender and receiver nodes, respectiveiative prediction error under RNP (TIV) is roughly 10%,
andrtt denotes the corresponding median latency value. Tivhich is achieved around 20 epochs (Figure 1). Furthermore,
median of these relative errors is used as a main performatitie figure shows that RNP (TIV) leads to moderate worst
metric throughout our study. cases. For example, under RNP (TIV), about 90% of all the
Figure 1 shows how the median of relative errors changesde pairs had relative prediction errors less than 50%. In
over time. In this figure, Vivaldi achieves limited relativecontrast, under Vivaldi (MP) only 71% of the node pairs could
prediction accuracy between 40% and 80%. A main reasaohieve comparable prediction accuracy. The figure als@sho
behind this high error rate is that Vivaldi processes cowtti that RNP (TIV) can substantially outperform other alteivest
information without assessing the fidelity of the senderenodat the 90th percentile of relative prediction errors (RNP/)T
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Fig. 5. Comparison of Outlier Filters

Our TIV outlier filter outperforms previous outlier detemrii
techniques in the worst case scenario by a significant margin

e For example, at the 90th percentile, RNP (TIV) has a relative

] prediction error of only 50%, however RNP (TIV-Alert) and
- RNP (MP) have relative prediction errors of 176% and 128%

respectivly. This implies that our TIV outlier detectiorcke

‘ nigue can better handle inconsistency in the communication

- records.
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V. RELATED WORK

[ P Recently, there has been a significant volume of research
o busmsusees \ done on network latency prediction. In Section Il, we summa-
! 5 10 50 100 500 1000 rized recent studies that have high relevance to our work. In
absolute prediction error (ms) . A . .
this section, we provide a broader overview of related work.
Fundamental Network Prediction Techniques: IDMaps is
one of the earliest systems that can predict network lagsnci
between arbitrary nodes. It first obtains network latenca da
56%, Vivaldi (MP): 175%, Vivaldi: 880%). This implies thatfor 3| pairs of predetermined landmark nodes followed by
RNP (TIV) can keep prediction accuracy under control ev&ihch node obtaining the latency information about the stose
in unfavorable situations. landmark. IDMaps uses this combined data for latency pre-
Figures 3 and 4 ShOW the Variation Of median absolu&ﬁction [5] The K|ng method Operates in a Way similar to
prediction error over time and the distribution of absolutgpMmaps, using DNS servers as landmarks [19]. GNP extends
prediction errors (in ms) for all the node pairs, respetfive |IpMmaps by embedding the landmarks, as well as nodes, into
As can be seen in both figures, the median absolute predictigi) Eyclidean coordinate space [8]. GNP predicts the latency
error under RNP (TIV) is roughly 10ms, where as that djetween any two nodes based on the distance between their
Vivaldi (MP) and Vivaldi are (roughly) 26ms and 95mscorresponding points in the coordinate space. Vivaldi,civhi
respectively. Furthermore, it can been seen from Figurejfiproves on GNP, is a fully decentralized network positiani
that RNP (TIV) leads to acceptable worst cases. For exampigat does not rely on landmarks [4]. Further details of \dval
RNP (TIV) can substantially outperform other alternatie¢s \yere presented in Section II-A of this paper.
the 90th percentile of absolute prediction errors (RNP {TIVEnhancement Techniques:In recent years, many researchers
45ms, Vivaldi (MP): 97ms, Vivaldi: 432ms). have extended the aforementioned techniques. For example,
Tang et al. adopted PCA to reduce the dimensionality of the
GNP coordinate space [20]. The authors argued that a 7-9
Figure 5 shows the impact of different outlier detectiodimension Euclidean space can provide sufficient predictio
techniqgues on RNP. RNP performs well with all tested ougccuracy. PIC [21] and PCoord [22] are network positioning
lier detectors, as the worst case median perdiction errortéshniques which enable nodes to achieve good prediction
approximatly 19%, due to the re-evaluation of historicabda accuracy by contacting a subset of predetermined landmarks

Fig. 4. Absolute Prediction Error Distribution

C. Comparison of Outlier Filters
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