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Abstract
Equitable access to information and communication technologies
has become a basic human right. However, residents’ ability to
access these technologies significantly lags behind in areas with
spotty or missing Internet connectivity. This issue is particularly
pronounced in rural areas, where rugged terrain, long distances and
sparse populations make it challenging to provision connectivity us-
ing high-speed wired backhaul. As a result, fixed wireless backhaul
and last mile solutions, such as Television White Spaces (TVWS)
and the Citizen Broadband Radio Service (CBRS) have emerged to
connect populations where fiber and cable technologies are not
economically viable. While fixed wireless can substantially lower
the cost for Internet access, it often suffers performance issues that
are poorly understood. Some factors affecting performance may be
internal, stemming from network architecture, integration and fre-
quency allocation. Other issues are external including weather and
tropospheric effects, and the proximity of other in-band spectrum
users, which in turn, may affect signal propagation properties or
cause external interference.

This paper aims to shed light on the performance of Internet ac-
cess networks that operate in the TVWS bands. We collaborate with
a rural town in the northeast of the United States, where a TVWS
network was used for 5 years — from 2016 through 2020, to deliver
residential connectivity. Our data comprises a longitudinal trace of
link layer and transport layer data. We also employ two datasets
that capture historic weather and tropospheric ducting conditions.
We show that higher wind speeds, precipitation, and temperatures
correlate with worse network performance on the TVWS network.
We also find that antenna cross-talk and non-ideal antenna ori-
entation will negatively impact network performance. We study
socio-economic factors leading to the network’s termination. In
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light of our findings, we recommend potential improvements to
rural network topology design and management.
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1 Introduction
The Rural-Urban digital divide refers to the lack of broadband
connectivity for rural areas compared to urban ones. In the US,
the FCC reports that 28% of rural residents did not have access to
fixed broadband at speeds at or better than 100/20 Mbps in 2022
[18]. Internationally the ITU reports that only half of individuals in
rural areas use the internet compared to 81% of those from urban
areas [61]. This gap is a problem as rural populations do not have
equitable access to online services, including health and educational
resources as well as opportunities for economic development [2, 60].

Researchers and policy makers have attempted to address this
divide in a number of ways. From the policy side, policy-makers
around the world have created universal access programs and funds
to provide an economic incentive for rural development. Due to
rural communities being inherently less dense than urban ones, the
cost of bringing broadband connectivity to residents by traditional
methods is higher [26, 38]. The ITU explains, "In rural area with
low population densities, providers are deterred from investing in
telecommunication projects since building broadband infrastruc-
ture is expensive, takes a long time to pay back and the returns
from a small customer base are perceived to be unattractive" [60].
The universal access programs grant funding to provide broadband
in otherwise neglected areas. Recent legislation in the United States
established the BEAD act [36], which awarded $42.45𝐵 to states
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and providers to build out broadband infrastructure in rural areas
that otherwise might not be seen as profitable. The fund has thus
far supported over 270 grant recipients across 56 states and territo-
ries [3] and has substantially contributed in shrinking the Internet
availability gap between rural and urban areas. Counterpart pro-
grams exist globally including in Europe [13], South Africa [62],
and Asia-Pacific[58].

Researchers have developed multi-step approaches to design-
ing and implementing broadband network solutions in rural areas
[16, 59]. Due to different cultural and societal practices, as well as
challenges with terrain, infrastructure, equipment maintenance,
and budget constraints, these approaches differ from those of ur-
ban areas. Consequently, alternative network architectures and
technologies arise to address the urban-rural digital divide. Com-
munities and have used Mesh Networks [23], Low-Earth Satellites
[6], Low Powered Radio (LoRa) [65], Long Distance Wifi [40], and
Television White Spaces [67]. Each solution has its own benefits,
drawbacks, and deployment challenges.

Our research concerns one of these alternative network types:
Television white spaces (TVWS), which is seen as a viable alterna-
tive to provide fixed wireless services for rural broadband [8, 67].
As television broadcasts decline, much of the spectrum band allo-
cated for television is left unused. These unused bands are called
white spaces, hence the name, “Television white spaces”. Rural
communities have utilized TVWS for their own internet networks
[32, 33, 35]. Although, these networks have many upsides due to
the open spectrum and usage on the lower frequency UHF band,
there are still some questions about their viability when deployed
for real world networks. When television network solutions are
deployed at-scale, they face additional challenges. External factors
like weather, topography, and cross-talk may impact the networks
in ways that the network architects do not expect. In addition, there
may be challenges with network maintenance, funding and com-
munity support. These additional challenges mean that potential
solutions to the digital divide may need to be rethought in order
to be successful. For our research, we examined a TVWS network
deployment in Thurman, NY, a rural town in the northeast United
States. Our goal was to assess the network’s performance and the
reasons for its ultimate termination. We studied network design
choices, such as antenna collocation and relative location between
client and base station, and evaluated their effects on performance.
Additionally, we analyzed network data to determine how external
factors impact TVWS networks considering atmospheric effects
and weather conditions. Based on our analysis, we recommend
potential changes and additional considerations when deploying
networks in rural areas.

This paper makes the following contributions:

• Ourwork is the firstmulti-modal study that combinesweather
and atmospheric data with multiple years of TVWS network
traces. We find that (1) higher wind speeds, precipitation
rates, and temperatures correlate with worse network per-
formance on the TVWS network. (2) TVWS networks perfor-
mance is not affected by minor tropospheric ducting effects
in the northeast United States. However, areas further south
have more widespread ducting that could effect a network.

• We quantify the transport layer performance of users across
the network and discuss its impact on user experience.

• We analyze antenna cross-talk and non-ideal antenna ori-
entation and find a negative impact on the network’s bit-
error-rate. Based on our findings, we see a trade-off between
the performance of the network with the cost of network
deployment and maintenance.

• Using the minutes from community town-board meetings,
we study the impact of socio-economic factors on network
longevity, and make the following recommendations for ru-
ral network topology and management. (1) Ensure mainte-
nance of technology does not rely on a single person. (2)
Before deployment, carefully survey community support
and enthusiasm for the given project. Mixed support will
inhibit chances for long-term success.

2 Related Work
2.1 TV White Space in Rural Areas
Researchers across the world in Africa [8, 19, 35, 39], Europe [5,
44, 63], Asia [15, 24] and North America [12, 67] have explored
the potential for employing TVWS in rural communities to im-
prove network connectivity and access. They consistently discuss
three primary benefits to TVWS technology. First, they refer to the
amount of available spectrum. Research across the globe shows
that UHF bands for TVWS are consistently available in rural areas
[5, 15, 26, 39, 63, 67]. While there are some variations in number of
channels available and some challenges with ensuring that users
do not infringe on primary users, these variations and challenges
have been consistently overcome. The available spectrum relates
to a second benefit of TVWS: the lower cost. As a secondary user
on the UHF band, TVWS network providers do not need to pay for
their spectrum allocation. This means that the cost to enter into a
community is lower. In combination with lower cost infrastructure,
these networks can provide more communities access to internet
for a lower cost than traditional networks [15, 26, 39, 67]. Finally,
researchers consistently cite the better propagation distance and
penetration of the UHF band as a third motivation for utilizing this
technology [5, 8, 12, 15, 19, 35, 39, 44, 63, 67]. Although there has
been significant research into the applicability of TVWS networks
in rural areas, there is less work analyzing deployed networks. Our
research fills this gap. We hypothesized that TVWS deployments,
with their fixed modulation and coding rates, are potentially sus-
ceptible to performance deterioration in cold climates due to less
hospitable weather and less ability to adapt to lower SNR. Of the
work on deployed TVWS networks, no research considers the im-
pact of snowy climates on network deployments and few have
analyzed data encompassing as long of a time period as we did.
Finally, while research has been done into theoretical deployment
designs to minimize interference among and between network ac-
cess points and incumbents [5] [67], our research fills in a gap by
analyzing the direct effect of base stations’ interference with each
other on real users’ network performance.
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2.2 Performance Evaluation of Rural
Community Networks

Researchers have tried to leverage wireless architectures, spectrum
sharing, and new technologies to create networks to meet their
communities’ connectivity needs. As there is a large diversity of
challenges for rural communities, these approaches tend to be de-
signed to address challenges of a specific community or set of com-
munities. The connectivity solutions are evaluated based largely
on the following metrics: energy efficiency [14, 25, 68], reliability
[32, 55, 68], network statistics [27, 28, 41, 64, 68], cost [27, 28, 68],
and community impact [32, 64, 68]. These metrics all relate to the
core challenges of networking in rural areas.

For our research, we analyzed a rural community network de-
ployment in the northeast United States. This TVWS network was
funded with grant money from the state government. Our research
team was not involved in the deployment nor management of the
network, but was given access to link layer and transport layer
data over the course of multiple years. Our research is the first long
term (multiple years) analysis of a TVWS deployment with network
traffic from users. We evaluated the network based on its network
statistics, reliability, and resilience to external effects. Using the
network clients’ bit-error-rate (BER) and signal-to-noise ratio (SNR)
over time, we studied how resilient the network is to weather ef-
fects. We also considered factors impacting network longevity. A
key concern for this network were social factors relating to the
network’s budget and the community’s acceptance of the network.
These factors impacted the management and maintenance of the
network. Although researchers cite energy concerns as a challenge
in rural environments [14, 25, 68], that was not a challenge for this
rural community which had a reliable power grid. By analyzing
this unique set of factors that needed to be balanced, our research
makes a new contribution to the field.

2.3 External Effects on Wireless Networks
TV White Spaces technologies operate in the Ultra High Frequency
(UHF) spectrum. Researchers have previously studied how weather
effects impact the radio signals in UHF. Previous work found that
the received signal strength for UHF radio decreases as temperature,
humidity, and pressure increase, and that wind has no effect on
signal strength [7]. In another study of UHF signals, the researchers
concluded that received signal strength increases as temperature
increases and pressure has no clear effect. They found that sig-
nal strength decreases as humidity increases [57]. A third study
found that wind and precipitation have a negative impact on signal
strength [29]. Finally, in another paper, researchers state that pre-
cipitation has a minimal effect on signal attenuation when tested
on 2.1 GHz signals and rainfall over a four year study [34]. Based on
these studies and their contradictory findings, we think that other
environmental factors and deployment specifics may influence how
weather affects signal strength. These studies were conducted in
areas with different climates and environments, and their findings
may be limited to the environment that they were studying. None
of these papers discussed weather impacts in temperate climates
like that of the northeast United States, and they do not study the
impact on active TVWS networks. There is one recent study that
considered how external effects impacted a TVWS deployment in

a farm setting [42]. They found that higher placed antennas were
preferable and that humidity may impact signal strength due to
how crops absorb water at humid times of the day [42].

Unlike previous work which focus on signal strength in given
conditions, we quantify the impact of these external factors di-
rectly on TVWS clients’ BER and SNR. This allows us to determine
how atmospheric effects and spatial orientation of the network
architecture impact the usability of the network.

3 Network Overview and Approach
We now provide background on the history and architecture of
the community network we study. Furthermore, we provide details
about our data collection and processing efforts.

3.1 The Community Network
Brief History of the Network. The construction of the TVWS
network in Thurman, NY was initially funded by the ConnectNY
Broadband state grant of 200,000 dollars [1]. The grant stipulated
that the town must maintain the network for five years and the
grant would provide funding for the initial setup of the network [53].
This initial setup was done by a network engineer whom the town
contracted to design and deploy the network. Residents whowanted
to get internet services through the network paid an initial setup
fee and then 50 dollars per month for its use [22]. The town of
Thurman turned on the Television White Space network in 2015,
and residents started to use it the following year. The network was
managed by the town’s board which meant that as the board and
their respective priorities changed, so too did the level of support for
the network. Throughout its lifespan from 2016 through 2020, there
were difficulties maintaining equipment and funding the network.
It ultimately operated at a loss for multiple years before being shut
down in the beginning of 2021 [54].

Network Topology. The TVWS network is comprised of six
base stations serving 34 clients throughout its life span. Fig. 1 shows
the network topology. Note that only 29 of the 34 clients are shown
in Fig. 1 as we do not have the location for the other five active
clients. Also, note that the network was located in a mountainous
terrain, but we do not have data about the antenna heights or
potential obstacles obstructing each client. Base stations 1-1, 1-2,
and 1-3 are a tri-sector deployment that covers 360 degrees, whereas
the remaining three base stations are on a 120-degree sector each.
Each TVWS base station operated on a 6 MHz bandwidth channel
that was chosen by the network operator to minimize interference
with the other base stations and with any nearby television stations.
Although station channels had a bandwidth of 6 MHz, the base
station hardware could only utilize up to 4.5 MhZ of this channel
[56]. The gateway router for the network was connected to the
tri-sector base station tower. The other three base stations sent data
to the gateway routers through Point-to-Point transport links. For
base stations 4 and 5, data was transmitted from the station to the
gateway using a 900MHz Point-to-Point transport link. Base station
6 used a 900 MHz link and an additional TVWS link operating at
482 MHz (See Fig.1). This 482MHz Point-to-Point link used channel
bonding on two neighboring channels and had different hardware
so it could reach 10 MHz of bandwidth. The network backhaul
meant that clients for stations 1-1, 1-2, and 1-3 sent their data
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Figure 1: This is a map of Thurman’s TVWS network. Base stations 1-1, 1-2 and 1-3
are on the tri-sector tower. Clients (CPEs) are color-coded based on their paired
base station. Packet capture was done with a port mirror at the network gateway
that sent network traffic to a monitoring computer for capture and storage.

Figure 2: On top, a photo of the an-
tennas for the tri-sector tower (base
stations 1-1, 1-2 and 1-3). Below that,
a photo of a client antenna.

directly to the gateway. Clients of stations base stations 4, 5, and
6 sent data to their base stations which then sent the data to the
gateway router through the Point-to-Point links.

Network Hardware. The rural town’s network used hardware
developed by Carlson Wireless Technologies. The base station and
CPE terminals were RuralConnect® Generation II equipment [56].
The base stations had a transmit power of 28dBm with Single Input
Single Output (SISO) antenna systems. The CPEs had a transmit
power of 27dBm, a beamwidth of 45 degrees, and used SISO an-
tenna systems too [56]. The equipment manual states the operating
temperature for the equipment is between -30C and 55C and up to
95% humidity [56]. The backhaul TVWS Point-to-Point link used
equipment from Redline instead of Carlson Wireless. It had a trans-
mit power of 18dBm and had capability for Multiple Input Multiple
Output (MIMO) antenna systems.

3.2 Data Collection and Processing
Throughout the life of the TVWS network we collected two types
of data: (i) link layer traces from the base stations, and (ii) trans-
port/application layer traces at the network gateway. We also re-
trieved general weather data for the entire lifespan of the network
from a nearby weather station[4] and tropospheric ducting data
from DX Info Centre[21]. As each data set was gathered from a
separate source, we have data from different time periods. In Fig.3
we present the time periods for the datasets that we have used. Our
link layer dataset encompasses data from varying number of clients
over an approximately three year time period with a brief gap in
the middle. The client number changed as clients joined or left the
network, or as they malfunctioned and were repaired. We have a
window of about four months of transport data from November
2017 to March 2018. The ducting data spanned from December 2016

Figure 3: Timeline of the network and our datasets. The client
count is based on our link layer data. The period in 2019 with
0 clients is therefore due to missing data. We have weather
data for the entire lifespan of the network.

to August 2018. Finally, as mentioned we have weather data for the
entire lifespan of the network.

Furthermore, our data is of different granularity. Specifically, the
link layer metrics were reported by the network approximately
every six minutes, transport layer data was collected on a fine per-
IP packet granularity, weather data was available at a 10 minute
granularity, and the tropospheric ducting at 3 hour granularity. We
unified the granularity of the individual datasets to 10 minutes in
order to facilitate multimodal analysis. In what follows we detail
our data preprocessing.

Link Layer Data. At the data link layer, we collected and an-
alyzed data from the network spanning a 39 month period from
2016 to 2020. For each client link, the TVWS base station reports
six metrics: aggregate bytes sent, aggregate bytes sent with errors,

158



TVWS Network Resilience in Rural Towns: How External Factors Impact Network Performance and
Social Factors Impact Network Longevity ICTD 2024, December 09–11, 2024, Nairobi, Kenya

and the average SNR in the uplink and downlink directions. Each
metric was reported at a cadence of approximately 6 minutes. For
each client and for every ten minute period, we aggregated the total
bytes sent, and bytes sent in error. If a raw 6-minute period over-
lapped with two 10-minute bins, the aggregate bytes were allocated
proportionally to the amount of temporal overlap. From these two
quantities, we calculated the BER as the ratio of erroneous to total
bytes sent in a 10-minute period. Additionally, we calculate the
average SNR on a 10-minute cadence considering all SNR reports
that fall within a 10-minute period.

Transport Layer Data.
At the network gateway, we collected pcap traces comprised of

the first 120 bytes (i.e. the packet header) for each packet traversing
the network. This approach was useful in providing sufficient infor-
mation about the network performance without infringing on users’
privacy, as the actual data they exchanged was not captured by our
measurements. These traces facilitate our evaluation of transport
layer protocol performance and user experience in Section 4. To
parse the data, we developed a command line tool utilizing Tshark,
the command line counterpart of Wireshark. Our goal was to assess
packet-level and flow-level data from the network. We selected spe-
cific Wireshark fields for network analysis (see Table 1), stripped
the relevant data from the .pcap files, and converted the data into
.csv files. We used the converted .csv files to calculate statistics on
a per-packet or per-flow basis. Our analysis specifically focuses on
performance of applications that use reliable TCP transport, which
amount to 90 percent of the overall traffic seen on the network.
Therefore, we use fields like ’tcp.analysis.retransmission’ to indi-
cate a TCP packet being retransmitted, ’frame.len’ for a packet’s
size, and ’tcp.time_delta’ for the time passed between packets in
a TCP flow. To understand the packet flows, we filtered for TCP
conversations using the Tshark flags, ’-r <filename> -N dm -q -z
conv,tcp’. With this filter, we could separate each flow and calculate
the total flow counts and sizes.

Weather Data. Weather conditions have been shown to affect
the propagation properties of UHF frequencies, as discussed in
Section 2. Since TVWS networks operate in these bands, we sought
to understand the effects of weather conditions on the network
performance. To this end, we used data from the NYS Mesonet, a
regional weather monitoring system which has 126 stations [4].
We utilized data from Chestertown, the weather station closest to
the TVWS network at about 10 miles (16 km) away. Although the
weathermay vary over that distance, we assume that the geographic
features and proximity between the two points are close enough
for that weather data to be suitable for our analysis. For every
ten minute interval between November 2016 and January 2021,
the weather station provided data about weather features such
as temperature, precipitation, humidity, pressure, and wind speed.
Using the timestamps of the weather data and our network data,
we joined the data tables together. The combined dataset supported
analysis of the network performance as a function of the weather
conditions.

Tropospheric Ducting Data. Tropospheric Ducting is an effect
that can occur under certain atmospheric conditions and can impact
radio waves. In a vacuum, radio waves will travel in a straight line.
However, in the atmosphere, these waves will travel in an arc as
they pass through the air before escaping into space. Under certain

atmospheric conditions, they may get refracted enough to bend
back towards Earth causing potential interference to distant base
stations using the same frequency range [45]. This effect, known as
tropospheric ducting, can cause interference and potentially impact
the quality of a TVWS network.

To measure the potential impact of tropospheric ducting on this
TVWS network, we utilized historical ducting data from DX Info
Centre[21] for the period December 2016 through August 2018. The
data set contains a series of maps (JPEG images) of the eastern US
that were color-coded based on the estimated refraction over a given
area. Each pixel on the map covered an area of about 40km2. As
the network could fit within a pixel, we assumed that the intensity
measurement across the network would be the same.

The color intensities of the "tropo-index" were integer values
ranging from zero, meaning no ducting, to ten, meaning widespread
ducting, though local topography could impact the reliability of
this measurement [21]. For each map, we converted the color value
at the town’s location back into its intensity value. Each map in the
set represented a three hour time period, and we assumed that the
intensity was consistent over this time.

4 Overview of Network Usage
In this section we discuss the quality of the transport layer of
the TVWS network. We present different network metrics for the
transport layer of the network and assess how well the network is
supporting users. We found that performance across the network’s
base stations was relatively similar and that users of the network
had better experience in the downlink direction than the uplink.

For our transport layer analysis, we used data that we collected
from November 2017 through March 2018. We analyzed packet and
flow data to understand the general performance of clients on the
network. In Table 2, we present the packet and flow sizes separated
by base station. We also present packet statistics. The majority of
the network traffic came from clients of the tri-sector base stations
(1-1, 1-2 and 1-3), with the most traffic belonging to station 1-1.
Despite the higher traffic, clients of these base stations performed
similarly to other clients in the network.

We see that downlink packet and flow sizes are about an order
of magnitude greater than uplink packet and flow sizes. Other
papers have also observed this discrepancy between packet and flow
sizes in the uplink versus downlink direction in various contexts
[30, 66], which wemay expect since Internet users tend to download
more than they upload. In the last row of the table, we present the
percentage of control packets in our traces. Control packets are
small packets that contain information that the network uses to
manage traffic. We define control packets as any TCP ACK, FIN,
SYN, or retransmitted packets and counted control packets by using
Wireshark’s built-in fields. We found that approximately 27% to 41%
of base station packets were control packets meaning the network
spent significant resources maintaining connections with some base
stations (e.g. base station 5 with 27.58% control overhead) doing
better than others (e.g. base station 4 with 41.4% overhead).

Next, we present uplink and downlink cumulative distribution
functions (CDFs) for the round trip time (RTT). The RTT is the
amount of time it takes for a network request to be sent and then
a response to be received. Therefore, this metric can be used to
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Table 1: Wireshark fields used.

Wireshark Field Description
frame.len, tcp.len Packet size and size of the TCP data.
ip.src, ip.dst,
ip.srcport, ip.dstport

Source and destination IP addresses and ports. Fields were used to
identify specific flows.

tcp.flags Field was used with the flags ACK, FIN, and SYN to identify control
packets.

tcp.analysis.retransmission Filters for retransmitted packets.
tcp.analysis.ack_rtt,
tcp.analysis.bytes_in_flight

Round trip time and bytes in flight. Fields were used to calculate the
respective distributions in Section 4

Table 2: Transport Layer Data for Clients. Nov 28 2017 through Mar 28 2018. RTT is the round trip time. Percent Retransmission
refers to the percent of packets that were corrupted or lost and needed to be sent again.

Base Station 1-1 1-2 1-3 4 5 6
Num. Active Clients 8 5 3 2 2 4

Total Packets x 108 21.8 9.57 12.5 3.94 2.66 11.2
Total Flow Count x 106 35.8 2.76 5.50 2.99 2.64 3.99

Average Packet Size (KB) UL .191 .146 .149 .196 .205 .260
DL 1.41 1.46 1.43 1.32 1.28 1.40

Average Flow Size (KB) UL 15.0 17.1 11.3 10.7 5.86 28.5
DL 152 246 147 78.6 47.7 196

Percent Retransmission UL 1.31 0.64 0.96 2.12 1.69 1.46
DL 5.3 6.44 4.94 5.58 4.88 4.03

Percent Control Packets 37.67 35.62 33.54 41.4 27.58 38.78

Figure 4: CDFs for uplink and downlink Round Trip Times. The
uplink CDF has a long tail and reaches 100% past 5 seconds.

understand the timeliness with which the network is able to handle
user traffic, which has a direct impact on the performance of the
TCP protocol. Specifically, longer RTTs lead to TCP timeouts and a

subsequent inability for the protocol to maintain high user through-
put. In our data, RTT is reported with every TCP acknowledgement
(ACK). ACKs can occur in both directions within a flow: the initial
flow establishment request is ACK-ed by the server and then data
packets are also ACK-ed by their recipient. Thus, we differentiate
uplink RTT from downlink RTT based on the direction of the ACK.
This helps us evaluate the timeliness of session establishment and
data exchange. For the TVWS network, we saw that the median
uplink RTT is about 140ms, whereas that in downlink is about
30ms. These values are good RTTs for most common applications.
However, considering the CDF for the uplink RTT (corresponding
to Internet downloads), there is a long tail that continues past 1.5
seconds for 3.1% of packets and past 5 seconds for 0.5% of packets.
Many applications require round trip times at least below 300ms
[10], to function without users noticing the impact, but 20.3% of
packets had uplink round trip times above this threshold.

Finally, we consider bytes in flight to evaluate the performance
of the TVWS network at the transport layer as well as evaluate how
clients’ link layer quality affects their transport layer performance.
Bytes in flight is a measure of how many bytes have been sent
by TCP without being acknowledged yet. It is closely tied to the
window size as larger window sizes will lead to larger quantities of
bytes in flight, and subsequently, a higher user throughput. Note
that higher quality links will have larger window sizes and in turn
higher quantities of bytes in flight.
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(a) Combined Network BIF (b) Uplink BIF Colored by Frequency
of Time Meeting Up BER Threshold

(c) Downlink BIF Colored by Frequency
of Time Meeting Up BER Threshold

Figure 5: CDFs for Bytes in Flight. 5a shows the uplink and downlink bytes in flight for clients grouped together. 5b and 5c
show CDFs for individual clients in the uplink (b) and downlink (c) directions. They are color coded by the percentage of time
the client meets the 10−5 threshold for BER; a lighter color means that the client more frequently had a low BER.

In Fig. 5a, we present CDFs for bytes in flight for the entire
network in the uplink and downlink directions. Notice that the
downlink bytes in flight tended to be larger than those in uplink.
This is expected as there is usually more downlink traffic than
uplink. We also see that the median bytes in flight in the downlink
direction was over 104 while in the uplink direction it was about
103. This difference concurs with the results in Table 2; the average
downlink packet sizes are about an order of magnitude larger than
those in the uplink direction. Furthermore, referring again to Table
2, there is a higher retransmission rate in the downlink direction.
Therefore, the higher bytes in flight quantity likely leads to the
more frequent time outs or packet losses in the downlink direction.

Last we consider how bytes in flight is related to BER. For this
comparison, we color code each client’s bytes in flight CDF by
the percentage of time its BER is below a threshold of 10−5. We
used 10−5 as our threshold because a BER above that threshold
is said to start to impact application performance [9]. We did this
analysis separately in the uplink and downlink directions (Fig. 5b
and Fig. 5c). In both traffic directions, we see that as the link layer
quality increases, the bytes in flight tends to be larger. This trend
is expected since higher quality links mean that the window size
can grow larger and more bytes can be sent quickly. In the uplink
direction, we see more variance between the best and worst bytes in
flight curves as opposed to the downlink direction. This discrepancy
between uplink and downlink is due to a difference in maximum
allowable transmit power at the base station and client [17]. In the
uplink direction, clients can not send as powerful of signals so they
are more susceptible to geographic and weather factors impacting
the clients’ performance. We see that there are some outliers to
these trends. Some clients that generally had worse BER, had larger
quantities of bytes in flight. We suspect that these outliers are due
to differences in the applications used by individual clients, and the
respective offered load.

5 End-to-End Network Performance Evaluation
For our End-to-End Network Performance Evaluation, we investi-
gated the impact of several factors on network performance. Our
goal was to examine the resilience of an active TVWS network to
multiple effects over a period of multiple years. The shortcomings
or strengths of the network could provide insight into how to better
deploy and maintain networks in rural areas.

5.1 Overview of Clients
From 2016 to 2019 the TVWS network had 34 clients across six base
stations. Referring back to Fig. 3, at its most busy, the network had
about 30 clients while at other times it had fewer than 15. Some of
the clients were on the network for over two and a half years while
other clients were active for a shorter duration of time. In section
6, we discuss some of the reasons that the activity of clients varied,
why there was a significant drop in the number of clients in 2018,
and how this drop relates to the termination of the network.

In addition to this wide range of activity among network clients,
there were also differences in individual link performance. We mea-
sure link performance using BER and SNR. The BER, as explained
above, is a measure of the fraction of corrupted bits among all
transmitted bits over a connection. The SNR is a measure of the
signal strength over the noise floor, and can be measured at both
the client and base station. SNR can be impacted by distance from
sender, link setup, environmental factors, and network hardware.
Typically, a better SNR will lead to a better BER.

In Fig. 6 we present CDFs for the uplink and downlink BER and
SNR of each client. Note that the x-axis for the SNR figures is re-
versed to ease viewing across figures; higher performing graphs
for BER and SNR will all lie to the left. Although many clients
consistently had good BER under 10−5, there were also some that
rarely had good performance. Those clients which rarely had a
high quality link were potentially in a more challenging terrain
due to obstacles in the way of their antenna. In our subsequent

161



ICTD 2024, December 09–11, 2024, Nairobi, Kenya Vaasu Taneja, Munthir Chater, Tony Comanzo, Petko Bogdanov, and Mariya Zheleva

(a) Uplink BER (b) Downlink BER (c) Uplink SNR (d) Downlink SNR

Figure 6: CDFs for all clients’ Bit-Error-Rate and Signal-to-Noise Ratio in uplink and downlink directions. Each line is the
CDF for an individual client. For time of day (Section 5.4) and atmospheric effect analyses (Section 5.5), we use the subset of 6
clients in green. To avoid bias from client setup or irregular activity, we select the client subset based on their activity and the
percentage of time they met a threshold for good uplink BER.

analysis of temporal and atmospheric effects on network perfor-
mance (Sections 5.4 and 5.5), we only focus on clients with a well
performing link. This allows us to isolate weather factors from any
other performance inhibitors. The green plots in Fig. 6 show clients
who were considered in that analysis.

5.2 Angle and Distance
First, we explore the effects of client location with respect to the
base station on performance. As we noted previously (Section. 5.1),
there was wide variation in client performance at the link layer.
Although terrain and obstacles will have an impact on wireless
link performance due to path loss, we do not analyze the impact
of these environmental factors as we did not have client antenna
height, which precluded us from computing terrain profiles. Instead,
we focus on client distance and antenna orientation, as we have
accurate records of these factors. Since each base station sector
covers 120 degrees, we hypothesize that both the distance and
angle with respect to the base station will have an effect on the
client performance. We measure distance as the straight line on
a map connecting base station and client. Our distance analysis
includes 27 CPEs for which we had locations. We define angle as the
angle between the base station’s antenna direction and the direct
line connecting a base station and the client. We do not know the
exact angle of the CPE antennas, but we assume the CPE antenna
is optimally aligned in the direction of the base station. To test our
hypothesis about angles, we use the 25 client links for which we
have information about both the client location and the orientation
of the base station. We considered both the uplink and downlink
directions for this analysis.

In Fig.7 we plot the SNR as a function of angle and distance.
Each point on the graph shows the average SNR for a single client.
Blue and red represent uplink and downlink respectively. The size
of the dot indicates the number of data points we have for each
client. We also plot the linear regression to show a general trend
for the observed data. Our results show that the mean SNR tends
to decrease as angle and distance increase. We see the slope of
the linear regression for the average uplink SNR over distance is
more negative than the slope of that for average downlink SNR.
This trend is due to the broadcast power in the uplink direction

being weaker than that in the downlink direction. Terrain and
obstructions from the environment (the area is densely covered
with trees) may explain why the decrease in average SNR was steep
over only a few kilometers. We see one client at over 3 kilometers
away has uplink and downlink SNR values above that of many of
the other closer clients. This client may have had fewer obstructions
blocking it.

Fig.8 shows the link quality of clients across distance and angle
in terms of the percent of time the BER is below the threshold of
10−5. Again, blue and red represent uplink and downlink and the
dot size indicates the number of data points we have for each client.
Our results show that links with a smaller angle with respect tot he
base station’s main direction tend to be more reliable. However, as
the distance increases (Fig. 8b), the downlink reliability increases
too. This is somewhat surprising, as typically, the performance of
wireless links deteriorates with distance. However, we note that
the client links within this network are relatively short – up to 3km
– compared to the distances for which TVWS is designed. Thus, we
conclude that although the SNR will decrease over distance, the
overall consistency of a connection is not negatively impacted by
distances within a few kilometers further emphasizing the efficiency
of TVWS technology over wide areas.

5.3 Cross-talk
Antenna cross-talk occurs when base stations collocated at the
same tower interfere with each other. For our target TVWS net-
work, base stations 1-1, 1-2, and 1-3 shared the same antenna mount
and were split into trilateral sectors. We hypothesized that this
arrangement may make the three stations’ clients susceptible to
decreased network quality due to antenna cross-talk, even though
the three sectors were set to different frequencies. More specifi-
cally, the upload performance of clients on one base station may be
negatively affected by concurrent download traffic on the adjacent
base stations.

To measure the presence of cross-talk, we compared the uplink
BER for clients on a given base station sector as a function of the
download traffic quantities on the other two collocated sectors. To
isolate effects due to cross-talk from other issues that may affect
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(a) Angle (b) Distance

Figure 7: SNR for the TVWS network for each client sorted by distance and angle. Each point shows the mean SNR for one
client. The linear regression is weighted by the amount of data for each client.

(a) Angle (b) Distance

Figure 8: Percent of time clients have an UP BER better than 10−5 sorted by distance and angle. The linear regression is weighted
by amount of data for each client. This plot informs the consistency at which clients had a high performing link.

performance, we only consider well-performing links for this anal-
ysis. A well performing link is one whose uplink BER is below 10−5
at least half the time. We report our results in Fig. 9. The triangles
are the means for each boxplot, the dark blue lines are the medians,
and the box itself the range of the 25th to 75th percentile.

In Fig.9 we see that the median Up BER increases as the quantity
of bytes downloaded in adjacent sectors increases. The mean is
relatively stable due to the exponential nature of BER values; a few
data points with BER close to 1.0 will heavily skew the mean as
the remaining points are orders of magnitudes smaller. From this
analysis, we concluded that antenna cross-talk negatively impacts
the performance of clients on the TVWS network. For future inves-
tigation, more granular data is needed to more precisely determine
the amount of alignment between uplink and downlink data.

5.4 Time of Day and Time of Year
We now move to discussing factors related to temporal and atmo-
spheric effects. For the rest of our analysis in this section (5.4 and
5.5), we use a select subset of clients. Specifically, to ensure that
our data was not biased by client setup or irregularly active clients,
we only used data from clients that had regular activity and good
performance. By regular activity, we mean clients that had data for
all 12 months of the year. By good performance, we mean clients
that most frequently met the uplink BER threshold of 10−5. We
also checked that we did not analyze data from days in which a
client link was malfunctioning. We identified these malfunctioning
links by searching for multi-day periods in which the daily me-
dian downlink BER was above 0.001, multiple orders of magnitude
greater than typical for a functioning link. In addition, we checked
that these periods of bad performance were occurring on different
dates so as to rule out a storm that would impact the clients more

163



ICTD 2024, December 09–11, 2024, Nairobi, Kenya Vaasu Taneja, Munthir Chater, Tony Comanzo, Petko Bogdanov, and Mariya Zheleva

(a) Uplink BER S.1-1

(b) Uplink BER S.1-2

(c) Uplink BER S.1-3

Figure 9: Uplink BER as a function of download quantity on adjacent sector for base stations 1-1 (a), 1-2 (b), and 1-3 (c). Each
box plot displays one station’s clients’ Up BER distribution for an amount of traffic downloaded on adjacent antenna sectors.
The triangles are the means and the blue bars are the medians. Approximately 80 percent of the datapoints fall within the
boxplots shown. The remaining datapoints are spread over a wide range of boxplots at higher download quantities, each of
which have few datapoints.

uniformly. With this criteria, we selected six client representing
20.0% of our total data. For these clients, there was only one five day
long period in July, 2017 in which one of the final six selected clients
was malfunctioning. We removed that data from our analysis.

We begin by assessing if time of day or time of year correlates
with changes in network performance. Our goal for this analysis
was to measure the consistency of the network performance in
terms of SNR and BER throughout the day and year. For time of
day, we expected to see better performance at night as there would
be less network contention. If there were a drop in performance
during the day, it may indicate that the network was struggling to

keep up with users’ demand during the day. To test our hypothesis
we compared BER and SNR performance on an hourly basis for
clients of the TVWS network.

We present our results in Fig.10. Each box plot shows the BER
and SNR distributions for all data that fell within that hour (in
Eastern Standard Time). As expected, performance was best during
night time hours with all BER values close to 0. The average BER
remained relatively stable at all hours. However, the average BER
is heavily impacted by outliers.
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(a) Uplink BER (b) Downlink BER

(c) Uplink SNR (d) Downlink SNR

Figure 10: BER and SNR for the TVWS network split by hour. Each boxplot shows the BER and SNR spread for our data collected
within that hour of the day.

In contrast to BER, SNR was stable during both day and night,
indicating that the physical link’s performance was consistent re-
gardless of the time of day. Thus, indeed, the performance deterio-
ration observed during the daytime, is due to network contention
rather than link deterioration. Along with network contention, this
deterioration can also be attributed to cross-talk as we discuss in
5.3.

Next, we analyze seasonal effects by repeating the same experi-
ment, but this time separating data by month of the year instead of
hour of the day. We expect to see variations in performance across
months of the year if seasonal changes impact the network. We
present our results in Fig.11. The SNR plots makes a small arch dip-
ping in performance closer to the summer months. We hypothesize
this dip is due to thicker foliage and for weather-related reasons
that we discuss in section 5.5.

In contrast, the BER improves in the summer months. Although
the median BER remains stable throughout the year, the 75% marks
of the box plots for spring and late autumn rise meaning that those
months less consistently have high quality links. We also see that
the mean BER follows an arch with the lowest values in late summer
months. The contrast between the median and mean BER could be
explained by heavy storms that impact the mean without affecting
the median significantly. In section 5.5 we discuss correlations
between atmospheric phenomena and network performance that
relate to the patterns we see with the BER and SNR.

5.5 Atmospheric Effects
We last consider the impact of specific atmospheric effects. The
goal of our atmospheric data analysis was to understand if climate
conditions were affecting the TVWS network performance. These
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(a) Uplink BER (b) Downlink BER

(c) Uplink SNR (d) Downlink SNR

Figure 11: BER and SNR for the TVWS network split by month. Each boxplot shows the BER and SNR spread for our data
collected in one specific month of the year.

findings can inform proactive network adaptation in response to
changing climate conditions. Using weather data (see ’Weather
Data’ in Section 3.2) from the Mesonet, in tandem with our net-
work data, we analyzed correlations between network performance
and weather patterns. Our hypotheses, based on prior research in
weather effects on UHF wave propagation [7, 29, 57], were that hot-
ter temperatures and more humid weather would negatively impact
network performance. We also hypothesized that precipitation and
high winds would lead to worse performance due to obstruction
of line-of-sight, vibration of the network infrastructure, and richer
multipath scattering environments with swaying foliage. For our
analysis of these atmospheric effects, we used the same subset of
six network clients which had both good performance and high
activity in order to minimize confounding factors related to setup
and poor link quality.

Wind Speed. We begin with our analysis of the effects of wind
speed. TheMesonet weather station records the average wind speed
over every ten minute interval of the day [4], so we used this metric
for our analysis. Our hypothesis was that greater wind speeds
would lead to worse performance due to more movement of the
tower’s infrastructure and surrounding trees. For this experiment,
we divided our dataset based on the National Weather Service’s
categorizations of wind speeds: Calm to Light Breeze, Gentle Breeze
to Moderate Breeze, and Fresh Breeze or Faster. These correspond
to wind speeds under 8mph, between 8mph and 19mph, and over
19mph [43], respectively. We present our results in Fig.12. We see
that BER performance drops significantly while the SNR drops
slightly in the windiest time periods confirming that indeed, higher
winds negatively affect TVWS network performance. We expected
the changes for SNR to more closely match the pattern for BER, but
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(a) BER (b) SNR

Figure 12: BER and SNR CDFs for wind speed. We split the data using the National Weather Service’s categorizations of wind
speeds. 0.2% of data fell into the high wind speed category (Fresh Breeze or Faster), 21.7% in medium (Gentle to Moderate
Breeze), and 78.1% in low (Calm to Light Breeze). For SNR, the medium windspeed CDFs are not visible as they overlap with the
low wind speed CDFs.

the difference for SNR was not as noticeable as that for BER. This
may be due to the lower granularity of SNR data. Additionally, we
did not experience many high-wind conditions and as a result, our
network data for the windiest conditions was limited.

Temperature. For our temperature analysis, we hypothesized
that especially hot weather and especially cold weather would
correlate with worse performance. This hypothesis is based on the
equipment’s ideal temperature operating range which has both
an upper and lower threshold for best performance of 50 and -
30 degrees Celsius [56]. Although, the temperature never reached
those temperatures, we thought more extreme weather may still
affect the network. To test this, we split our dataset into three
sections: the hottest ten percent of data, the coldest ten percent of
data, and the middle 80 percent. We present our results in Fig.13.

We found that the network performed best during the coldest
weather. It performed worst during the hottest weather, but the
difference between the hottest weather and mild weather is less
dramatic. Prior research showed that hot weather led to worse
signal propagation [7], but this research was conducted in a hot
climate and did not measure the effects on a TVWS link. For the
TVWS network, the temperature was rarely above 21 C which may
explain the similar performance between mild and hot weather.
This trend of better performance in colder weather held even when
we isolated for season and time of day. In Fig. 14 we show the
BER trends across multiple different temporal slices. We select for
only January nights between 2am and 4am and June afternoons
between 2pm and 4pm. January 2am to 4am represents one of the
coldest periods during a low traffic time of day and June 2pm to
4pm is one of the hottest periods and in a higher traffic time of day.
Across these different scenarios, the BER and SNR are better during
the colder periods. This leads us to conclude that colder weather

continues to be preferable for TVWS network performance across
multiple different environments.

Precipitation. We next consider the impacts of precipitation
on BER and SNR. We expected that performance would be worse
during periods with high precipitation, as it obfuscates the line of
sight and also moves infrastructure and trees. For our precipitation
analysis, we split the data into three sets. We compared perfor-
mance without precipitation to performance during light rain and
during heavy rain. Heavy rain is defined as rainfall at a rate above
7.5mm/hour [37]. We considered any precipitation above freezing
temperature as rain. Periods of light rain represent 5.6% of this time
period and heavy rain represents 0.1%. Our results are in Fig.15.
Based on this analysis, we conclude that TVWS is impacted by
precipitation and especially heavy rain. Heavy rain will impact
performance and may inhibit usage of the network.

Separately, in Fig.16, we consider the effect of precipitation when
temperatures were below freezing. Periods of light precipitation
account for 7.2% of data during periods below the freezing point.
We had no data for heavy precipitation. We found minimal impact
of freezing precipitation on the network performance compared to
periods without any precipitation. Therefore, we conclude that the
network can handle periods of regular snowfall well.

Humidity. For humidity, we expected more humid weather to
lead to worse network performance. This hypothesis was based on
prior research which found a negative correlation between signal
propagation strength and humidity [7, 31, 42, 57]. "Per the Rural-
Connect specification [56], it is safe to operate the equipment at
up to 95% non-condensing humidity. Thus, we split our data to low
and high-humidity using 95% as a threshold. Our data does not
allow separation of condensing vs. non-condensing humidity. From
these results, (Fig. 17), we see that the network performs similarly
across the two humidity levels, with high humidity being slightly
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(a) BER (b) SNR

Figure 13: BER and SNR CDFs for temperature. We split the data based into three groups, the 10% of data at the warmest time,
10% at coldest, and middle 80%.

(a) BER Jan. 2am to 4am (b) SNR Jan. 2am to 4am (c) BER June 2pm to 4pm (d) SNR June 2pm to 4pm

Figure 14: CDFs for clients’ BER and SNR in uplink and downlink directions grouped by temperature across two different
scenarios. In each scenario we split the data into the warmest 10%, coldest 10%, and middle 80%.

better than low. Thus, these results show that the level of humidity
does not degrade the network performance in temperate climates.

Tropospheric Ducting. Using ducting data from DX Info Cen-
tre [21], we analyzed whether clients performedmore poorly during
time periods with tropospheric ducting. For this experiment we
used the same subset of clients as with the weather experiments.
We grouped the data from these clients together and compared
the distribution of their BER and SNR when ducting effects were
or were not potentially present. 95 percent of refracting effects
were from June through October, so we only used data from this
time period. For the time period of 2017-2018 in the network’s town
there was minimal ducting in general; the "tropo index" was usually
at 0 and only had 11 occurrences at a value above 3 over the 21
month time period. We present our results in Fig.18. We split our
data into two sets based on if the tropo index was above 0 or at
0. We found no evidence of tropospheric ducting having an effect
on the performance of the network. In warm-humid locations that
have more severe tropospheric ducting, we may expect ducting to
still have an effect. Fig.19 is a map showing the percentage of time

in which there are potential ducting effects. From it, we see that
the northeast and midwest of the United States have less ducting
while coastal-southern areas have more ducting.

In addition, in Fig.20 we present a measure of the average tropo
index throughout December 2017 to August 2019. We see the same
pattern as in Fig.19. These figures show how topology and geogra-
phy effect ducting patterns. The Appalachian mountain range has
less ducting effects than the warmer-more humid regions along the
coast. From these figures, we can conclude that TVWS networks in
colder climates or in mountainous regions will not be impacted by
tropospheric ducting because those areas have minimal ducting and
minimal ducting has no demonstrable effect on performance. How-
ever, TVWS networks in warmer climates might need to consider
ducting to optimize performance.

In summary, we have considered the impact on link-layer per-
formance of multiple types of atmospheric factors. We found that
certain climatic conditions are better suited for TVWS than oth-
ers. Lower temperatures are correlated with better performance,
while high wind speeds and precipitation are correlated with worse
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(a) BER (b) SNR

Figure 15: BER and SNR CDFs for above-freezing precipitation rate. We compared times with no precipitation to times with
light rain and heavy rain, assuming any precipitation above the freezing point was rain.

(a) BER (b) SNR

Figure 16: BER and SNR CDFs for below-freezing precipitation rate. There is no CDF for heavy precipitation below the
freezing point due to limited data. The SNR CDF for light precipitation is not visible due to it overlapping with the CDF for no
precipitation.

network performance. Therefore, TVWS may perform well in cold
environments with protection from wind. In contrast, warmer areas
with higher wind speeds and heavier precipitation would be less
ideal for TVWS.

6 Network Adoption and Termination
Wenowmove to discussing the social factors impacting the longevity
of the TVWS network. This TVWS network was online for about 5
years with about 4 years of active clients before being shut down.
Based on our research, the network termination was primarily due

to inconsistent management and maintenance of the network, as
well as concerns about funding.

6.1 Over-Estimation of Enthusiasm to Adopt
new Technology

Initially, the town’s TVWS network had support from residents
and the town board. At a town board meeting in January 2014, the
clerk read a pile of letters from residents in support of the project.
In addition, at a July 2014 board meeting, the board shared the
results of a survey sent to residents. They state that over 80 percent
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(a) BER (b) SNR

Figure 17: BER and SNR CDFs for humidity. We split the data into low and high humidity using using 95% as a threshold, based
on the manufacturer specification for ideal operating environment. We saw that high humidity had no major impact on the
network performance.

of surveyed residents were willing to pay the installation fee and
monthly charge for internet [22]. However, this initial interest did
not result in residents actually signing up for the network. Although
the town had hoped that over 90 households would join the network,
the network at its largest only had about 30 [47].

Furthermore, during the initial construction of the network, the
town ran into problems relating to the placement of equipment
on people’s property. These problems compounded preexisting
antagonism and skepticism towards the network in the commu-
nity [46]. When a new town board was elected into office, they
were much more hesitant to work with the prior network engineer.
Their general attitude towards the TVWS network project was less
positive, and they were slow to provide support for the network.
These changes led to delays in maintenance and inconsistencies in
management by the town board.

6.2 Concerns about Funding
One of the primary concerns regarding the network was a lack
of funding. Since fewer residents than expected joined the net-
work, the network was making less money than initially expected.
Furthermore, the town also had trouble collecting money from res-
idents who were on the network [11, 48, 52]. On the residents’ side,
they expressed frustration in the billing process [50]. The concerns
about funding affected the maintenance of the network as board
members were wary of providing any extra money to support the
network or fix problems. This led to a deteriorating network.

6.3 Difficulties Maintaining the Network
Infrastructure

For the residents using the TVWS network, there were delays when
they needed technical support [51]. Initially, the network had a des-
ignated operator, who had also designed and deployed the network.

However, this individual was not always employed by the town.
During the periods with an operator, clients were satisfied and the
network moved towards being financially sustainable [52]. At the
other times, there were delays and challenges with fixing equip-
ment [51]. Without a constant operator, the town board itself was
responsible for resolving problems in the network which its mem-
bers were not equipped to do. This led to them paying for contract
work with other companies who were not trained to operate TVWS
equipment [51]. Ultimately, due to TVWS being an emerging tech-
nology and the town being in a rural area, there were few options
for support for the town board to turn to.

As residents became frustrated with the TVWS network, many
of them dropped the service for other options that were starting to
become available [49]. By the end of 2020, there were only around
10 clients still subscribing to the TVWS network. With the grant
conditions fulfilled and other internet options becoming available
to residents in the town, the town stopped maintaining the network
altogether [54].

7 Key Findings and Recommendations
In this section we summarize key results and findings, and make
recommendations for rural deployments to maximize the utility
and longevity of a network. While our insights are drawn based
on a deployed TVWS network, the findings apply more broadly to
community-owned fixed wireless networks.

7.1 Design Topology to Minimize the Angle
between Client and Base Station Antennas

Based off our results, minimizing the antenna angle between client
and serving base station within 30 degrees is more important than
minimizing their distance. As the angle increases, the bit-error-rate
worsens. The distance between client and base station should still
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(a) BER

(b) SNR

Figure 18: Tropospheric Ducting CDFs. During the months of
June through October, we compared periods with potential
ducting effects, meaning DX Info Centre "tropo index" above
0 [21], to periods without them We saw no effect on the
network performance.

be within a few kilometers, but this distance does not need to be
minimized. Alternatively, network designers could consider the
tradeoffs of using an omnidirectional antenna for the base station,
or using larger beamwidth client equipment. These would decrease
the distance covered, but better ensure a good antenna angle for
clients.

7.2 Trade Off between Cross-Talk and
Maintenance Efficiency

Collocating base stations saves on infrastructure investment, and
prior research recommends minimizing backhaul in rural areas [32].
However, we show that cross-talk, i.e. the downlink signals on one

Figure 19: Percentage of time with refracting effects along
the east coast of the United States. We see more ducting
in warmer and more humid areas. Data comes from DX
Info Centre [21].

Figure 20: Average ducting intensity along the east coast
of the United States. We see higher averages in warmer
and more humid areas. Data comes from DX Info Centre
[21].

base station negatively affecting the uplink performance on another,
can impact the performance of multi-sector deployments. To avoid
performance issues with collacted base stations, antennas should be
carefully separated and shielded. Even with such precautions, cross-
talk could still be an issue. Thus an alternative approach could be to
synchronize uplink and downlink activity across collacted sectors,
so no antenna is transmitting while another one is receiving.

7.3 TVWS is a Good Option for Cold
Environments

Based on our analysis, we saw that there was better performance in
cold temperatures and that snowfall had no effect on performance.
Therefore, we conclude that TVWS networks may be well suited
for colder environments. In addition, although we saw negative
effects due to rain and wind, the TVWS network worked well in the
temperate climate of the northeast United States. We expect that
TVWS networks may face more challenges in warmer coastal areas
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that experience higher temperatures, wind speeds, and heavier
precipitation. These effects could be compounded by potentially
more tropospheric ducting in those areas as well. One caveat to this
finding is that there may be additional challenges with equipment
maintenance and set up in colder climates. If engineers are able to
reliably maintain the network equipment, cold environments will
work for TVWS networks.

7.4 Emerging Technologies Have Fewer
Available Experts

Existing research has shown that network maintenance can be espe-
cially difficult in rural areas [20, 55]. Thus it is especially important
for rural towns to consider whether they will have the sustained
expertise and maintenance support for a technology that might be
unusual and hard to maintain for a typical network engineer. It
is evident that with emerging technologies in rural communities,
the project’s success is dependent on fewer people. However, it is
important for the long-term success of projects that multiple people
can fill in for any critical role. When considering the viability of a
project in a rural area, we recommend taking steps from the start
so that the project has no single person without whom the project
would fail.

7.5 Accurate Understanding of Community
Buy-In

Although there was much support for the TVWS network in this
rural town, there were also residents who were skeptical of its value.
This led to a deteriorating network when the new town board was
elected, as they did not view the TVWS network as a priority for the
town. The town board who initially brought the grant to the town
and started the network construction process was not there when
the network was actually supporting users which led to unpre-
dictability and a lack of reliability. The town initially overestimated
the support for the network, perhaps due to biased sampling. Care
should be taken to ensure an accurate understanding of community
support. Any surveys should be scientifically valid and represent
the entire community who will be supporting a project.

8 Discussion and Conclusion
This paper presents a longitudinal and multi-dimensional study of
the performance and adoption of a community Television White
Space network in a rural mountainous town. Our analysis is based
on four months of transport layer and three years of link-layer data
collected from the network, data from a nearby weather station,
data for regional tropospheric ducting, and the minutes posted from
five years of town board meetings. There are several limitations of
our data, that are worth reiterating before we conclude. First, we
used in-situ user traffic from a real-world and live network. While
this is useful to understand TVWS performance in the field, we had
no control over factors such as client concurrency, network con-
tention, client location, and offered load, which impact performance.
We have ensured that our analysis excludes confounding factors
to elucidate effects based on isolated criteria. Second, the duration
of data across different data types varied: e.g., while we had nearly
three years worth of data link layer metrics, we were only able to
collect transport layer traces for four months during the winter.

This precluded us from analyzing the effects of weather seasonality
of transport layer performance. Third, for our analysis of network
topology and user placement (Section 5.2), weweremissing location
data for several clients and terrain data, including antenna height,
for all links. Terrain data, specifically, would have further elucidated
TVWS applicability in mountain areas, such as that of our partner
community. Fourth, our weather analysis (Section 5.5) was based
on data from a weather station 10 miles (16 km) away, and was
performed under the assumption that the recorded weather condi-
tions hold throughout the region. For mountainous terrains, this
may not always be the case; however, we had no way of checking
what the deviation of weather conditions was between the weather
station and the location of the TVWS network. Furthermore, we
could not sufficiently analyze some practitioners’ observations for
TVWS network performance, such as poorer performance with
freezing rain, as our weather data seldom indicated the presence of
such conditions. Finally, our study of social factors that influenced
the network evolution and termination (Section 6) was dependent
on the quality of publicly available board meeting minutes and
statements. We did not interview individuals associated with the
network for this study.

Despite these data limitations, our analysis sheds unique insights
into the performance and applicability of TVWS networks for ru-
ral broadband access. We studied the effects of external factors
(such as climate conditions and network architecture) on the net-
work and studied social factors that lead to the success or failure
of community-owned communication infrastructure. With regard
to network infrastructure design, we found that base station col-
location, the distance and angle between base station and client
antennas, all play important role in the network performance. Con-
sidering the weather impacts on a TVWS networks, we found that
higher wind speed, precipitation and temperature, negatively im-
pacted the network’s usability. Thus, we concluded that TVWS is
a good fit for cold and dry climates, and less so for warm-coastal
areas that have heavy wind and precipitation. Finally, we found that
although the network generally supported users’ traffic, there were
also periods of poor connectivity and difficulties maintaining and
fixing equipment. Based off our analysis, we better understand the
potential and limitations of TVWS and of networks, and have made
multiple recommendations to improve future TVWS deployments
and future community network projects.

Finally, we note the impact of our findings beyond TVWS net-
works. Although our conclusions about the impact of external ef-
fects are limited to TVWS, our approach and evaluation framework
can be utilized for future studies of other types of networks. Fur-
thermore, our findings and recommendations relating to managing
and deploying rural community networks can be broadly applied
beyond TVWS.
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