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Public Safety Is Important

'9/11 Terrorist attack (2001) London bombmg (2005)
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Public Safety and CCTV A
Surveillance

O Large number of CCTV cameras
O London city has 10000+ cameras

http://www.nione-security.com/news _view.asp?id=727

http://p10.hostingprod.com/@spyblog.org.uk/blog/cctv-surveillance-cameras/
http://www.dvbhardware.com/index.php?cPath=9




Public Safety and CCTV B Wi
Survelllance

Image source: http://www.andrelemos.info/cctv10c.jpg
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Privacy Concerns

Do you mind to be watched into
CCTV control room?

Image source: http://www.andrelemos.info/cctv10c.jpg

http://www.clipartquide.com/ _named_clipart images/0511-0902-0418-3904
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Privacy Concerns

O Large amount of recorded
video
O Public access
m Researchers
m Policy makers
m and others

= Privacy violation

The problem is to determine the privacy violation due to publication of
surveillance video and protect it.

What is the solution?
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Privacy Concerns

You can easily identify the person (if you know him) = Privacy loss




% WINNIPEG
What to do?
How to do
effective
O surveillance while
preserving the
privacy of people?
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Obvious Solution — Hide the face

B Obscure the face of the persons in the video
B Looks a simple and good solution

B Let a human manually find the faces in all the
video frames

m 10 frames per sec, round the clock video recording,
lots of data

m need several hundred people to do the job
m and, who knows some of them may be intruders and
misuse the data
® Apply automatic face detection and hiding
algorithm — seems good
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Obvious Solution — Hide the fage

What it should be ideally... What it is usually in practice...

Automatic face detection algorithms are not 100% accurate...
may often miss a few faces.
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Traditional Privacy Assessment

® Binary value
m Facial information = Privacy violation
m No facial information = No privacy violation

Explicit Channel!
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Is Hiding Facial Information EnoUgh’?

® |n video, identity can be inferred not only by facial
detection but also through detection of place, time,
activity, etc.

® An adversary can use his prior knowledge to infer
the identity of the person via these inference
channels even when the facial information is not
present.

® Proxy Identifiers in Video: Evidences
m Detections — Face, Activity, Time, Place
- Who, What, When, Where
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Hidden Inference Channels

Place EMHH
Lab

Time

Behavior

Implicit Channels!
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Explicit vs. Implicit Inference Channels

® Who } Explicit inference channel

m W
m W
m W

nat
nen

nere

'\

~ Implicit inference channels

19:32:16 2000/01 /09 Emﬂ rl
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Sounds Iinteresting...

Probably we can
solve this
problem...
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Proposed Approach

Global Data
Transformation?

\ 4

Video data V Video data V’

Find the computational models for
* Identity leakage and Privacy loss
o Utility loss
And

Find the appropriate video data transformation function to have a
tradeoff between privacy loss and utility loss
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Our Contribution over State- =
of-the-art Methods

A COMPARISON OF THE PROPOSED WORK WITH THE EXISTING WORKS
1. Privacy loss model as a

The work Selective ROI Identity Privacy Ulility . y .

Obfusca- leakage loss quanti- continuous variable for

tion/ Global channels modeled fied? . . .

Transfor- used as video data publication

mation )
Boyle et al. | Global - Explicit Binary No scenario.
[12] {Blurring)
Senior et al. | Selechive Face Explicit Binary No
[13] and

blob T
Moncrieff et | Selective Face Explicit Fixed lev- | No 2. A taSk based Utlllty
al. [8] els
Fidaleo et al. | Selective Face Explicit Binary No mOdel to StUdy the
|-II|[ L] L]
Wickramasuriya | Selective Face Explicit Fixed lev- | Mo tradeOﬂ: bEtween Utlllty
et al. [11] els 1
Koshimizu et | Selective Silhouettg  Explicit Binary No and prlvacy'
al. [14]
Spindler et al. | Selective Blob Explicit Fixed lev- | Mo
[15] els .
Thuraisingham | Selective Face Explicit Binary No 3. A suitable data
el al. [10] . -
Camillo et al. | Selechive Face Explicit Binary No tran SfOI’matlon fu nCt|On
[9] . e . -
Parechurietal. | Selective Blob Explicit Binary No that minimilzes the utl|lty
[18] .
Qureshi [17] | Selective Blob Explicit Binary No loss as well as the privacy
any [{4] Scleciive Lacc Explicit Binary Mo .

Proposed Global - Explicit & | Continuouq Yes IOSS Of the pUb“Shed data-
work i Hybrid implicit

approach}
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Contribution 1: Modeling Privacy Loss

Two views on privacy loss:

] ; Identity Legkage
N i 1. Privacy is lost if identity
The prabibility information is leaked
of Privacy Loss ) ) .
Sensitive 2. Privacy is lost only if
Information .- . . .
: Detection sensitive information is
Video Sequence : leaked

Privacy Analysis

(b)
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Contribution 1: Modeling Prlvacy Loss

B |dentity Leakage
| Exp“C't Iow = Twoe = I, ={ 1 if the flﬂn'.'-E! 1s recognizable;

(0  otherwise.

I Imp“C't 0 if no people are present;
i if only whar detected;
I — Lt um if whar and where detected;
Y Lo if whar and when detected;
Lot wmowe  1f what, when and where
detected.
7 o P I. __P
I = Iu'i.-u'.'ﬂ-— wt, wrr o
wt Gu't Gu-f wn Gut.ur
1 LS | Ty Tiag ]'_ n1 T
—— g ==t e = G:u wr — H ‘r'-}"a}
Gﬂl! n ZIH(HH} Gu!r_rn ni % na ZIZ‘HI{.H ﬂ.f = t, T * N3 J.:Z=.H.CIZ=:] {'21 al
= i =113 .
I SR
wi, wn, wr — Gu-t_u-n.u'r IJ.-:‘-‘L-_[AX{ IET . Iim }
—_ O~
erplicit implicit
1 ny ma mg

f
Gu't:u'ﬂ.u'

e 330 ) (A, AL) I=MAX{I;|¥feV)

:I'-|_=1 12=|. f1=:-'|-
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Contribution 1: Modeling Privacy Loss

m Sensitivity Index

ey, ao, ...a; ]

= {un. | k € [1,1],un + w3, ... +up = 1}

S = {s | keI

. { 1 if k" attribute is detected:
k —

()  otherwise.

r=W.5

COMMONLY FOUND SENSITIVE INFORMATION.

Sensitive A tnbute

Examipie

Activigy

showing maddle finger when alone.

Spalial Informabon

Uenerally we do not want strangers to know which
places we visiL

Time some people mind when others associate their
activities with tming patiems.

Lrestun: People make strange gestunes while they sre alone
and do nof wani others fo watch that.

LClothes Many eens wear clothes which they do not wani
their porents to know.

Phy sique People with oty pecal physcgue may be sensitve o
that e.g. height.

Hakat=s Most people heve some personal sdiosyncrabc

sensitive habits like twiddling fingers under stmess,

®m Privacy Loss

Companion Intormation

dome people do not want everyone o know whom
they sssociate with,

Associated Ubjects

W hat we camry with s

Definition 1: The Privacy loss due to published data V7 1s
represented by 0 < I'(V' ) < 1. I' = 0 implies no privacy loss
and I' = 1 represents the worst case where the idividual’s
identity, along with other information such as activity, time
and place. can be determined exactly.

=1 =W
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Contribution 2: Utility Model

B Two conflicting demands: Privacy and Utility

Definition 2: Unlity loss of the published video data refers

to the decrease in the degree of accuracy by which analysis
tasks can be accomplished with respect to the original data.

® Our goal is to find data transformation function - that
minimizes the energy function E:

E =qpl(F(V))+ (1 —q)U(FV))
B Task-based Utility Loss computation:

L
UV) =3 a;xUs(V')
F=I1

. Aece; (V")

Ui} oy &

! Acc; (V)
Acc = dts

(TP+FP + FN)
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Contribution 3: Data Transformatlon

B Selective Obfuscation — rely heavily on Computer Vision
techniques (which may not be always 100% accurate)

B Global Transformation
m Pixelization/resolution variation

| g |EJ :15) 5 is the block size

» Decreasing the resolution of the image
makes it difficult to identify the people in
the video; nevertheless, the loss in utility of
the data can be drastic.

* The resolution is reduced to 47% for the
face detector to fail, still face can be
identified.
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Contribution 3: Data Transformation

m Global Transformation From the privacy perspective, it can
effectively hide the evidence information

- Blurrmg present in the video; however, there are
fulz,y) = flz.y) = Gz, y) limitations of this method.
Glz.y) = r_JT#i * Firstly, to effectively hide the evidence
2mo” information, we need an estimation of the

area occupied by region of interest

b is the blurring parameter

« Secondly, image enhancement
techniques can be used to approximate the
original image.

Even when the face detector fails, the
person can be identified by looking at the
blurred image
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Contribution 3: Data Transformation

m Global Transformation  Image quantization introduces
: : ermanent loss of the information.
= Quantization >

PG yl,. 1 * While the quantization is effective in
d q 4 2 hiding facial information, it performs very
poorly in hiding textual information.

g is the quantization step

: \ Face detector fails and it is hard to identify the
person by looking at the quantized image
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Contribution 3: Data Transformatlon

B Global Transformation

m Blurring & Quantization
First blurring then quantization fu(z,y) = fy(z.y) * G(z,y)
or

First quantization then blurring Foq = Lfa(?yJJ q—g

 Effectively, we first remove the high frequency private
information from the image via blurring and then introduce

random non-recoverable high frequency noise via
guantization to hide identity information.

| * We found in the experiments that the proposed method

* transforms the video to a form where human beings cannot
\easily identify the people in the video; however, some

4 “application tasks like blob detection and tracking can still be

accomplished.
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Contribution 3: Data Transformatlon

B Global Transformation

m Blurring & Quantization (Scalabllity issue)
Find the representative video clip
Determine the blurring and quantization parameters for
this clip
Transform the whole video with these parameters

* Representative video clip is determined
based on the region of sensitive information
(e.g. text legends, face, etc.)

* The transformation required to hide the
sensitive information is proportional to the
size of region of sensitive information.
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Experiments and Results

® Objectives

m Effect of the hidden inference channels on the privacy loss
from the published video data.

m Effectiveness of different transformation methods in
reducing the privacy loss.

m Optimum amount of blurring and quantization required to
minimize the energy function for a given application.

® The application scenario considered for experiments
consists of two tasks:

m blob detection and tracking (with equal importance).
m a GMM based adaptive background model.



Experiments and Results:
Data set

Faa!
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DESCRIPTION OF THE VIDEQ DATA USED IN

EXPERIMENTS
Diata Type Total frames Activity frames People (p) | Resolution Duration SCenario
Videol Mock 6630 5045 2 320 x 240 30 Minutes Indoor
Video? | Mock 3940 2340 4 320 x 240 30 Minutes Outdoor
Video3 Real 28216 17218 20 704 > 480 24 Hour Indoor

(a) Videol

(c) Video3

For Video 1 and Video 2: G,, = 100000, G, ,,, = 10000, G, = 10, G,y ynwr = 5
For Video 3: G,, = 100000, G, = 10000, G, ,, = 1000, G yn.wr = 100
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Experiments and Results:
Privacy Assessment (Explicit vs. Implicit)

B A user study to calculate the privacy loss

B The users were asked the following three
guestions:
1. Is the face recognizable?
2. Is the time when the video was shot available?
3. Is the location recognizable?

®m The overall answer Is calculated as “No” only If all
users answer in “No”, otherwise 1t IS considered

“Yes”.
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Privacy Assessment (Explicit vs. Implicit)

PRIVACY LOSS FOR VIDEO] WITH DIFFERENT DEGREES OF BLURRING.

PRIVACY LOSS FOR VIDEO] WITH DIFFERENT QUANTIZATION STEPS.

wha where when who wihere when |
b M* H* M* H* M* H* q M* H* M* H* M* H®
1 Yes | Yes | Yes | Yes | No | Yes 1 Yes | Yes | Yes | Yes | No | Yes
2 Yes | Yes No | Yes No | Yes 30 Yes | Yes | Yes | Yes | No | Yes
4 No | Yes No No No | Yes ) Yes | Yes | No Yes No No
6 N No No No No b{ﬂ a0 No No No Yos No No
8 | No | No [ No | No [ No | No 120 | No | No | No | Yes | No | No
0 | No | No | No | No | No | No : 150 | No | No | No | No | No | No
*M and H represent Machine-detected and Human-detected options, respectively. *M and H represent Machine-detected and Human-delecied oplions, respectively.
~ Identity leakage Privacy Loss Identity leakage Privacy Loss
ln:phcﬂ }',-:,, I*.x_phcn 1,_,_,? _ r _ Implicit 15, Explicit .- r
b M H M H M H q h.ii- H¢ M4 H4 h.]t H4
1 02 0. 4000 1 1 1 1 1 02 0.3 1 i il 1.0
2 0.0 | 04000 1 1 1 1 30 0.2 4 1 1 1 1.0
6 | 00 | 00000 | 0O 0 0 0 90 | 00 | 02 0 0 0 0.2
8 | 00 | 00000 | O 0 0 0 120 | 0.0 | 02 0 0 0 0.2
10 0.0 0.0000 0 0 ] 0 150 0.0 0.0 0 0 0 0.0
PRIVACY LOSS CALCULATION FOR VIDEO2 AND VIDEO3.
Privacy Loss for Blurring Privacy Loss for Quantization
Video2 Video3 Video2 Video3
b M* H* M* H* q M* H* M* H*
1 | 1000 | 100D 1 1 1000 1 1.0
2 1 1.000 0 1.0000 30 1 1.000 0 1.0000
4 0 1.000 0 1.0000 6l 1 1.000) 0 IRLELY
6 0 0.200 0 0.0002 90 0 1.000 0 0.0002
h 0 0,800 0 0.0002 120 0 1.000 0 0.0002
10 0 0.400 0 0.0002 150 0 0.400 0 0.0002
*M and H represent Machine-detected and Human-detected options, respectively.




Experiments and Results:
Effect of Data Transformation Methods on

Privacy Loss and Utility Loss

TIIE UNIVERSITY OF
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B Selective obfuscation

PRIVACY LOSS, UTILITY LOSS, AND ENERGY CALCULATION FOR SELECTIVE OBFUSCATION METHOD.

Videol Video2 Video3
Operation I Pl E r U E r ¥ E
Quantization | 0999 | 0.108 | 0.643 1L.O00 [ 0.222 | 0.689 | 0974 | 0.183 | 0.658
Blurring 0999 | 0.188 | 0675 1.000 | 0.248 | 0699 | 0974 [ 0214 | 0670

Three frames of Video 1
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Experiments and Results: o
Effect of Data Transformation Methods on

Privacy Loss and Utility Loss

®m Global transformation (blurring)

ne}
o

videol, b= 6
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Experiments and Results: o
Effect of Data Transformation Methods on

Privacy Loss and Utility Loss

® Global transformation (quantization)

videol.,q = 90 m1der:-2 .4 = 150 video2.q = 130
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Effect of Data Transformation Methods on
Privacy Loss and Utility Loss

B Global transformation (first blurring then quantization)

=1
——h=a

L B ey [ —— 1 T T T T T T
=1 =1
g I 2 oA ZH
— e b\ 4 4
ag e e, Y & r &[]
o o # o7t & 4
\ =
E- F ] i 4
(R 2 3 0sE e
0.4
o3
0.

video |
b=4, gq= 30

video?2 video3
b=4, qg= 150 b=, g="1
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Effect of Data Transformation Methods on
Privacy Loss and Utility Loss

B Global transformation (first quantization then blurring)

1
—!—Q:JE-

555555555555

videol video2? video3
g =90, 56=2 g=1L1,&=10 g=1,5=68
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Experiments and Results: B
Demo 1 (Results of face detection in
transformed data)

Can you identify the person by face?

No face detected in transformed data by
either human or machine



Experiments and Results: B
Demo 2 (Results of text detection in
transformed data)

Can you see the text?

No text detected in transformed data by
either human or machine
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Demo 3 (Results of blob detection in’
transformed data)

Blob detection still works

Blob detection in original video Blob detection in transformed video

Utility is still good, but privacy Is preserved
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Results are promising

We could
solve the
problem up to
certain
extent...
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Conclusions

® The implicit channels can cause significant privacy loss
even when the facial information is not present. Therefore,
blocking implicit channels is also equally important.

B Detect and hide approach is not reliable and provides a
bad tradeoff between privacy and utility.

m Hybrid approach (First blurring then quantization) provides
better tradeoft.
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Ongoing work

® Anonymous surveillance (Remote CCTV monitoring)

Surveilled Data

Region )] Transformation |- STYPHeN

Surveilled
o

Local Security
Office

Surveilled d7 |

Region ) — 1]

Anonymous ¢ 2
Surveillance & g
M. Saini, P. K. Atrey, S. Mehrota and M. S. 3 :
Kankanhalli. Anonymous surveillance. §
IEEE ICME Workshop on Advances in aD—
Automated Multimedia Surveillance of
Public Safety (AAMS-PS'2011), July 2011, aD—— "‘ HEy—_
Barcelona, Spain.
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