
A FRAMEWORK FOR ANONYMOUS

SURVEILLANCE

BAKUL TREHAN

UNIVERSITY OF WINNIPEG

2015



A FRAMEWORK FOR ANONYMOUS

SURVEILLANCE

By

BAKUL TREHAN

A thesis submitted to the Faculty of Graduate Studies

in partial fulfillment of the requirements for the

Master of Science degree.

Department of Applied Computer Science

Master of Science in Applied Computer
Science and Society Program

The University of Winnipeg
Winnipeg, Manitoba, Canada

December 2015

Copyright c©2015, Bakul Trehan



A FRAMEWORK FOR

ANONYMOUS SURVEILLANCE

BAKUL

TREHAN

2015



Thesis Committee

• Dr. Pradeep K. Atrey (Thesis advisor)

(On leave from) Department of Applied Computer Science

The University of Winnipeg, Winnipeg, MB, Canada

(Presently at) Department of Computer Science

State University of New York, Albany, NY, USA

• Dr. Shakhawat Hossain (Internal examiner)

Department of Mathematics and Statistics and

Department of Applied Computer Science

The University of Winnipeg, Winnipeg, MB, Canada

• Dr. Yang Wang (External examiner)

Department of Computer Science

University of Manitoba, Winnipeg, MB, Canada



Acknowledgments

I would like to express my deepest gratitude to my supervisor, Dr. Pradeep

K. Atrey for his guidance, encouragement and gracious support throughout

the course of my work. His expertise motivated me to write this thesis. His

mentor-ship was paramount in providing me with in-depth knowledge of the

chosen research topic. His constructive criticism and direction has added

value to my research. I would also like to thank Dr. Mukesh K. Saini for his

support and guidance throughout my research. His suggestions helped me a

lot in the development of this system. I feel incredibly lucky to have worked

under their supervision.

A special thanks to Dr. Sergio Camorlinga and Dr. Yangjun Chen, who

provided me an opportunity to take their graduate courses and inculcated

an interest for algorithms and Biometrics. I would like to thank the De-

partment of Applied Computer Science at University of Winnipeg, especially

Dr. Simon Liao, Chairman of the Department. I would also like to thank

Connie Arnhold, Deanna England, Eric Benson, James Deng, and Dagmawit

Habtemariam for their help related to administrative, technical and mone-

tary queries.

I am indebted to the University of Winnipeg in making my dream come

true for pursuing higher education in Canada, and for providing The Univer-



sity of Winnipeg Graduate Scholarship through Faculty of Graduate Studies.

Completing this work would have been all the more difficult were it not

for the support and friendship of the cheerful group of colleagues at the

Graduate Study Lab. One could not have asked for better housemates than

Ashmeet and Gagan, who have been very helpful throughout this two year

journey. I have gained in a way through their constant geek talks about

vectors and algorithms. Shy (Qianjia Huang) has been very motivating by

showing strong dedication towards the work and how can I forget about

the ever awesome hotpots. I have made some lifelong friends like Abukari

Yakubu, Manish Sharma, Orlando Simpson, Harmeet Singh, Kanwarpreet

Kaur, Aditya Bhardwaj, and Ashish Tripathi.

I would sincerely like to thank my family as they stood with me through

thick and thin. I really thank them for keeping faith in me. I would like to

thank the many participants (and their families) who took part in the studies

that make up this thesis. They volunteered a great deal of time, energy and

without them none of these studies would have been possible.

Last, but by no means least, I thank Lord Hanuman for his blessings, for

he is the ultimate reason behind all happiness and content in my life. For all

those I might have not mentioned, consider my explicit thanks!

6



Contents

Abstract iv

List of Tables vi

List of Figures vii

List of Abbreviations viii

List of Symbols x

1 Introduction 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Privacy Challenges in Current Video Surveillance Systems . . 3

1.3 Thesis Goals and Contributions . . . . . . . . . . . . . . . . . 7

1.4 Organization of the Thesis . . . . . . . . . . . . . . . . . . . . 9

2 Background and Literature Review 10

2.1 Previous Work . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.2 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3 Proposed Anonymous Surveillance Framework 18

i



3.1 An Overview of the Proposed Framework . . . . . . . . . . . . 19

3.2 Context Decoupling . . . . . . . . . . . . . . . . . . . . . . . . 21

3.2.1 Definition of local context . . . . . . . . . . . . . . . . 22

3.2.2 Estimation of operator’s context . . . . . . . . . . . . . 22

3.2.3 Contextual overlap . . . . . . . . . . . . . . . . . . . . 23

3.3 Operator Trust Model . . . . . . . . . . . . . . . . . . . . . . 24

3.3.1 Reward calculation . . . . . . . . . . . . . . . . . . . . 25

3.3.2 Punishment calculation . . . . . . . . . . . . . . . . . . 25

3.3.3 Trust level calculation . . . . . . . . . . . . . . . . . . 26

3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

4 System Implementation 28

4.1 Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

4.2 User Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

4.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

5 Experiments and Results 39

5.1 Determining Appropriate Video Switching Time . . . . . . . . 40

5.1.1 User study based experiment . . . . . . . . . . . . . . 40

5.1.2 Calculation of contextual overlap . . . . . . . . . . . . 42

5.2 System Testing for Surveillance Accuracy and Timeliness . . . 46

5.3 Trust Computation . . . . . . . . . . . . . . . . . . . . . . . . 49

5.4 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

6 Conclusion and Future Work 57

ii



A Preliminaries 59

A.1 Virat Video Dataset . . . . . . . . . . . . . . . . . . . . . . . 60

A.2 FLV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

A.3 HTTP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

A.4 RTMP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

A.5 AForge.NET . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

iii



Abstract

Preserving the privacy of people in video surveillance systems is quite

challenging and a significant amount of research has been done to solve this

problem in recent times. Majority of existing techniques are based on detect-

ing bodily cues such as face and/or silhouette and obscuring them so that

people in the videos cannot be identified. We observe that merely hiding bod-

ily cues is not enough for protecting identities of the individuals in the videos.

An adversary, who has prior contextual knowledge about the surveilled area,

can identify people in the video by exploiting the implicit inference chan-

nels such as behavior, place and time. This thesis presents an anonymous

surveillance framework which advocates for outsourcing of surveillance video

monitoring (similar to call centers) to the remote sites where professional

security operators watch the video and alert the local site when any suspi-

cious or abnormal event takes place. We find that remote monitoring helps

decoupling the contextual knowledge of security operators. Since security

operators at the remote site could turn into adversaries, a trust computation

model to determine the credibility of the operators is presented as an inte-

gral part of the proposed framework. In order to test the feasibility of the

framework, this thesis also presents an implementation of a remote surveil-

lance system. The experiments suggest that the proposed framework/system

iv



provides more robust measures of privacy yet maintaining the surveillance

effectiveness.
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Chapter 1

Introduction

Video surveillance has gained a lot of popularity over the past few years. We

can find surveillance systems in almost all public places, such as airports,

schools, universities, banks and shopping malls. They are used to record and

monitor the activities of people. Surveillance is required for public safety

as it helps us in preventing crimes. However, it also has some drawbacks

associated to people’s privacy.

While various privacy protection methods have been introduced in the

past to protect the privacy of individuals present in the surveillance videos,

privacy loss remains a serious issue associated with surveillance. In the past,

researchers have developed methods for hiding the facial features to protect

the privacy of individuals, but hiding facial features can render the surveil-

lance video useless. We need a robust privacy protection system which allows

us to perform the surveillance tasks effectively as well as protect the privacy

of individuals.

In the rest of this chapter, we review the current surveillance systems
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and discuss what motivated us to pursue the work presented in this thesis

in Section 1.1. Next, in Section 1.2, we discuss the drawbacks of current

surveillance systems and present our observations regarding the privacy loss

in these systems. Further, in Section 1.3, we highlight the goals and contri-

butions of this thesis. Finally, Section 1.4 describes the organization of the

thesis.

1.1 Motivation

Current privacy protection methods for surveillance applications usually pro-

pose to obscure bodily cues to hide the identity of individuals appearing in

the videos. However, Saini et al. [1] highlighted that hiding appearance

based cues is not sufficient for protecting one’s identity. Other regions of

the video, which provide what (activity), when (time) and where (location)

information can also cause identity leakage of the individuals.

Generally, we find that it is extremely difficult to hide identities in tradi-

tional video surveillance systems. The security operators (or simply opera-

tors) who monitor the camera views generally not only have a good knowledge

of the surveillance site and current context, they are familiar with the people

who regularly appear in the videos and are therefore more likely to be able

to identify them. This leads to privacy loss. The main motivation of the

proposed work is to address the issues discussed above that occur in tradi-

tional surveillance systems and to provide a more robust, privacy-protected

surveillance solution.
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1.2 Privacy Challenges in Current Video Surveil-

lance Systems

In traditional video surveillance systems, cameras are placed in important lo-

cations and video feeds are sent to local security offices. Because automated

surveillance is still in its infancy, most of the time these feeds are manually

monitored by the security operators. This can cause privacy loss if the se-

curity operator (or any other person who has access to the video feeds) acts

as an adversary and attempts to identify the individuals in the video, and

acquire additional knowledge about them, e.g., habits, company, and other

lawful activities.

Privacy is a subjective matter, which means that in some cases an indi-

vidual may feel that privacy loss has occurred when his or her face is captured

by a surveillance camera. On the other hand, some people would feel pri-

vacy loss has only occurred when they are recorded by a surveillance camera

leading to leakage of any sensitive information. For instance, they may not

feel any privacy loss has occurred when they are recorded in a public place

such as a shopping mall or an airport, but they would mind being recorded

in a hospital because that may leak their health-related information. The

privacy loss computation model proposed by Saini et al. in their recent work

[2] captures these aspects.

The following are our observations regarding the privacy loss in traditional

surveillance systems, in which an operator manually watches the camera

views.
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Observation # 1: Sensitive information cannot be removed

Privacy loss usually occurs when the identity of a person is associated with

his/her sensitive information. The first approach for providing privacy pro-

tection could be to remove sensitive information from the video. There are

two problems with this approach which make it infeasible: (1) it is gener-

ally difficult to automatically detect the sensitive information, and (2) the

sensitive information is generally important for surveillance purposes, and

removing all sensitive information may render the data useless. The sec-

ond problem arises because both sensitive incidents and suspicious incidents

have the common characteristics of high entropy, which are difficult to dis-

tinguish. An incident removed from the video as a sensitive incident has a

high probability of containing suspicious information. For example, a per-

son’s privacy may be sensitive to the objects s/he carries, but these objects

may be weapons. Therefore, identity blocking is a more feasible solution of

privacy preservation in surveillance systems.

Observation # 2: The who information can be hidden through

computer vision

Saini et al. [1] proposed that identity leakage occurs through the disclosure

of four types of information: who, what, when, and where, which are called

evidences. While the who evidence uniquely identifies a person, e.g., facial

information, the what, when, and where information can be used to associate

a person with a specific group of people, depending on the evidences obtained

and on the adversarys knowledge. In this work, we assume that the who evi-
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dence can be removed using computer vision techniques, or in the worst case,

the whole image can be globally transformed to hide the facial information.

Even if the face hiding technique is not 100% accurate, the presence of faces

in the video does not cause privacy loss if the adversary is not able to identify

them. In the proposed work, the probability of face identification is further

minimized through context decoupling.

Observation # 3: The what information is more important for

surveillance and does not cause significant privacy loss when de-

tected in isolation

Hiding the what, when, and where information from the local security oper-

ator is very difficult, if not impossible. Furthermore, it is not practical to

remove the what information from the video, because this will defeat the

basic purpose of surveillance. One needs to detect the suspicious events and

activities in order to assess the security threats, which requires the what in-

formation to be present in the video. However, the majority of surveillance

tasks do not require a person’s identity to be known e.g. intrusion, fight,

quarrel, and theft. A list of important security threats and corresponding

surveillance tasks is provided in Table 1.1. Unlike the what information,

the where and when information is less crucial for surveillance; and it can

be easily anonymized by providing rules like “At this place people are not

allowed to do activity x” or “In this camera view people are not supposed

to stand for more than 5 seconds”. Fortunately, the what information alone

does not cause any significant privacy loss [1] if the when, and where infor-

mation is not present. Therefore, we turn our focus to block the when and

5



Table 1.1: The surveillance task and associated security threats.

Task Respective security threat

Change detection Vandalism, Camera tampering, Graffiti

Object introduced Abandoned baggage, Illegal parking

Object removed Theft, Museum surveillance

Direction of motion Counter flow, One way, Immigration

Movement from A to B Intrusion, Illegal turns, Walking patterns

Cross a zone multiple times Car surfing, Loitering, Counting

Loitering in a zone Loitering in a crowd

Overcrowding Train platforms, Ticket halls

Congestion Traffic

Sound Aggression, Fight, Assault

Sound Gun shots, Firearms

Sound Panic scream, Shouts, Cry for help

Sound Vehicle, Lorry, Tank, Airplane

Counting Vehicles and people venue occupancy, Flow
rates, Queue management

Boundary Perimeter breaches, fence surveillance

Target count Tailgating, Queue length

Quick movements Quarrel, Fight

Object association Gun, Knife, Other weapons

Quick crowd movements Stampede, Emergency evacuation

Smoke Fire, Illegal smoking

where information.

Observation # 4: The where and when information is generally

available to the security operator as prior knowledge or through

the video content

As mentioned earlier, video feeds are generally monitored locally and the

security operator is provided with the location information of the video.

Determining the current time is a trivial task as the operator and the camera

are in the same time zone. The operator can associate this when and where

6



information with the what information in the video and infer the identities

of the people in the video, even when bodily cues are hidden. In order to

protect this identity leakage, the operators should not be provided with the

when and where information, which is very difficult to omit in traditional

surveillance systems.

Furthermore, the operators can easily learn the when and where informa-

tion from the video even when they are not provided explicitly. It is very

difficult to obfuscate the video to hide the location information because the

security operators are generally very familiar with the surveillance location.

Hiding text legends, symbols, or logos is easier but it is not effective in the

case of traditional surveillance systems. To effectively hide the location in-

formation from the local operator, a large portion of the image needs to be

hidden which is not suitable for surveillance applications. In the proposed

work, we found that if the video is monitored remotely by a security operator

who has minimal contextual overlap with the surveillance site, it is easy to

hide the location information.

1.3 Thesis Goals and Contributions

Our goal was to develop a system that takes into consideration all the above

mentioned drawbacks and observations. The work proposed in this thesis is

based on the results from Saini et al.’s recent work [3], in which a user study

was performed with 10 local users and 7 remote users. They were asked to

play the role of a malicious operator whose job was to watch the surveillance

videos and identify the people, places and times in them. It was found that
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most local users were able to identify people, locations and times whereas

remote users found it quite difficult. This leads to the privacy loss of the

people appearing in the videos. It has also been found that people feel that

their privacy is compromised more when they are monitored locally than

when they are monitored from a remote place [4]. Furthermore, the study

also revealed that it is very difficult to hide when and where information from

a local operator, therefore the implicit channels (what, when, and where) can

cause significant privacy loss [1].

This thesis presents an anonymous surveillance framework, which pro-

poses showing the videos to a person who is situated at a distance sufficiently

far away and who does not have contextual knowledge about the surveillance

site. Before sending videos to the remote location, the data is transformed

in such a way that location and time information cannot be learned from the

video. Even though these operators are located at a sufficient distance from

the local site, some of them can take interest in knowing more about the site

or the people appearing in the videos. They can act as adversaries and can

cause privacy loss. We need a trust model to “prevent privacy loss”, “decide

how credible these remote operators are” and “further strengthen our sys-

tem”. While in [3], the idea of anonymous surveillance was proposed and it

was substantiated with a user study based experiment, this paper specifically

focuses on the design issues of the framework such as “context decoupling”,

“appropriate video switching time” and “operator trust model”. We also

present extensive results and analysis based on the experiments.

The main contribution of this thesis is a novel anonymous surveillance

framework that advocates for distributed remote monitoring of the video to
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preserve the privacy of people. The proposed framework:

• includes a model to compute the contextual overlap, which helps in

decoupling the prior knowledge of the operator from the video;

• adopts a time-based random camera assignment strategy to decouple

the contextual knowledge of the operators; and

• implements a trust model to determine the credibility of the operators.

1.4 Organization of the Thesis

The work in this dissertation is subdivided into the following chapters: We

discuss previous work done on privacy protection as well as observations

made based on the previously proposed privacy models in Chapter 2. An

overview of the proposed framework and its components such as context

decoupling and operator trust model are discussed in Chapter 3. In Chapter 4

we discuss the prototype implementation of the proposed framework, describe

the dataset used and present the system architecture along with the data flow

diagrams. A discussion of all the experiments performed as well as extensive

results based on these experiments are presented in Chapter 5. We conclude

the thesis in Chapter 6 and discuss future extensions of the work. We provide

further details on the dataset, protocols, video formats and libraries that we

used for our proposed work in Appendix A.

9



Chapter 2

Background and Literature

Review

Privacy preserving surveillance has been an active research area for many

years. There have been many efforts to hide the identities of the individ-

uals being monitored. Most of these works are based on computer vision

techniques to detect and hide bodily cues of identity inference. This chap-

ter brings forward the past works on privacy preserving approaches in video

surveillance and identifies the research gaps that are the basis of the work

proposed in this thesis. In Section 2.1 we discuss the past works that imple-

mented privacy preserving techniques to protect the privacy of individuals in

video surveillance scenarios and highlight how our work is novel compared

to existing works. In Section 2.2, we present the chapter summary.
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2.1 Previous Work

Hudson and Smith [5] based their work on the dual tradeoff between privacy

and awareness, and between awareness and disturbance. In more basic terms,

they stated that the more information you receive about someone, the more

aware you become of their activities. However, if you keep receiving this

information, it can become a disturbance to your normal work. They also

devised four techniques: the shadow view technique, a shared audio tech-

nique, the synthetic group photo and the “when did Keith leave” technique

to solve this issue of dual tradeoff. Their work was based on modifying the

whole image rather than just obscuring the faces in the images.

Similar to [5], Boyle et al. [6] also worked on transforming the whole

video. They analyzed how a blur and pixelize video filter might impact both

awareness and privacy in a media space. They applied a total of 9 filter levels,

ranging from heavily applied filters that mask all information, to lightly

applied filters that reveal everything. They also designed 3 questionnaires to

examine how many awareness cues can be extracted from the filtered video

scenes. Some of the awareness cues that they used were: the number of

actors; their posture (moving, standing, seated); their gender; the visible

objects (basic to detailed), and how available people look (their busyness,

seriousness and approachability). They also examined the privacy preserving

potential of each filter level. They did a user study with 5 different video

scenes. Finally, they concluded that the blur filter at level 5 combined with

the pixelize filter around level 6 is a good privacy preserving filter.

A novel privacy aware surveillance system (PASS) was proposed by Barhm
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et al. [7]. They worked on completely hiding the facial features and bod-

ily cues. A previously proposed P3P-APPEL framework for managing data

privacy on the web was used by the system to encode privacy preferences.

They also extended the P3P-APPEL method to make it suitable for video

surveillance applications. In the PASS, the users were able to interact with

the system with basic hand gestures to gain access to one of the three pri-

vacy settings: L0 (no privacy), L1 (face blur), L2 (full body blur). They used

Haar-object classifiers for face detection. They also used Eigen faces for face

recognition. Once the face is recognized, the user can ask for any level of

privacy. They used P3P-APPEL so that the user can communicate with the

system after the face recognition. Only those who are recognized have access

to privacy levels; others are treated as being unknown and cannot access the

privacy levels.

Similar to [7], Wickramasuriya et al. [8] proposed another privacy pre-

serving surveillance technique which used RFID to decide, the privacy level

assigned to the people in a video scene. RFID’s were used as identity cards. If

a user has an RFID with a specific privacy level, it is displayed as a bounding

box on the video monitor screen; otherwise, a normal video was displayed.

This work was different from previous works because they used RFID’s to

identify the people and to hide them completely. Instead of using blur or

pixelization techniques, they chose to hide the identity by using a bounding

box in place of registered people.

Zhang et al. [9] proposed a framework for storing privacy information in

a surveillance video as a watermark. In this work, the authorized persons

were not only removed from the video but, were also embedded into the video

12



itself. The original video was only recreated with the help of a secret key.

They used a DCT-based perceptual model to create two high capacity video

watermarking algorithms. The main goal of this work was to protect the

privacy of authorized individuals.

Cheung et al. [10] combined the ideas of Wickramasuriya et al. [8],

and Zhang et al. [9], and proposed a privacy protected surveillance system.

The system had 3 prime components. First, the selected individuals were

identified with the RFID system. This RFID system relays the information

to multiple cameras, which in turn track, segment, identify and remove the

visual objects corresponding to the individuals with RFID tags. An object-

based video impainting algorithm was used to fill in the empty region, which

then creates the protected video. Original visual objects are then encrypted

and embedded into the compressed protected video. To achieve this, they

used a rate distortion data hiding algorithm. They also implemented a data

management system which users can use to grant access to the private infor-

mation to the authenticated clients in a secure and anonymous setting.

Similar to other works, Kitahara et al. [11] also worked on hiding fa-

cial features and implemented an anonymous video capturing system, called

”Stealth Vision” that protects the privacy of objects by fading out their ap-

pearance. They used 3D and 2D positioning of objects to calculate the fade

out regions. 3D regions were selected from an overhead camera, whereas

the 2D position was captured using cell phone cameras. The position of the

objects in the 3D plane was then estimated and it was projected onto a 2D

space to get the exact location of the fading out areas.

Chen et al. [12] proposed a system to protect the privacy of specific in-
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dividuals in a video recording by hiding facial and bodily features. They

address the following two problems: automatic identification of people with

limited labeled data, and human body obscuring with preserved structure

and motion information. To address the first problem, they proposed a dis-

criminative learning algorithm. This algorithm used labeled training data

from the original video and imperfect pair wise constraints labeled from face

obscured data to improve the identification accuracy. For the second prob-

lem, they proposed a body obscuring method which preserves rich structure

and motion information while removing the appearance information of peo-

ple.

Unlike others, Chaudhari et al. [13] described a real-time privacy pro-

tection technique in a life-log video and worked on hiding the facial features

as well as distorting the speech in videos. Their real-time audio distortion

method used a pitch shifting algorithm to distort the speech. To hide the

facial features they used facial detection, tracking and blocking algorithms.

They tested their system on interview videos and demonstrated the system’s

ability to maintain the usability of the videos while protecting the identity

of the people appearing in the videos.

Frederic Dufaux [14] discussed various Privacy Enabling Technologies

(PET) in his work. He also evaluated all these PETs on the basis of how ef-

fective these PETs are in protecting privacy. Then he proposed a framework

to determine the efficiency of different PET solutions to hide facial informa-

tion and conceal identity. The results of his work showed the ineffectiveness

of pixelization and blur techniques and the effectiveness of scrambling tech-

niques. His work was a comparison of various techniques.
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Sohn et al. [15] proposed a privacy protected video surveillance system

that used JPEG extended range (JPEG XR). They used sub-band adaptive

scrambling to obfuscate the privacy-sensitive face regions. They found that

using sub-band adaptive scrambling on facial regions is more code efficient

than using it on frames of the videos.

Saini et al. [1] proposed a method to determine the privacy loss value in a

specific video. They suggested that privacy loss not only occurs from explicit

channels like who information (people or facial information) but also from

implicit channels such as, what (events), when (time), and where information

(location) present in the videos. All of the above works except [1] worked on

the principle of obscuring the facial or bodily features.

All of the above mentioned works except [1] only consider the explicit

channels to prevent privacy loss. We mainly compare these related works

based on the following aspects (Table 2.1): (1) whether the work obscures

the explicit channel (who) to protect privacy, (2) whether the work considers

the implicit channels of what, when, and where in calculating privacy loss,

(3) whether the authors employ trust modeling, and (4) whether they con-

sider the contextual knowledge in their proposed privacy protection method.

While detecting and transforming human bounding boxes and facial regions

may be necessary for preserving identity, it is generally not sufficient for

protecting privacy. The adversaries can use the what, when, and where infor-

mation present in the video, along with prior contextual knowledge, to infer

the identities of individuals even without bodily cues. A model to measure

the privacy loss from these implicit channels is proposed in [1]. In this work,

it is assumed that the when, and where information can only be obtained from
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Table 2.1: Previous works on privacy aware surveillance.

Work Hide Explicit Hide Implicit Trust Context

Channels? Channels? Modeling? Decoupling?

Hudson and Smith [5] Yes No No No

Boyle et al. [6] Yes No No No

Barhm et al. [7] Yes No No No

Wickramasuriya et al. [8] Yes No No No

Zhang et al. [9] Yes No No No

Cheung et al. [10] Yes No No No

Kitahara et al. [11] Yes No No No

Fiadaleo et al [18] Yes No No No

Chen et al. [12] Yes No No No

Chaudhari et al. [13] Yes No No No

Dufaux [14] Yes No No No

Schiff et al. [19] Yes No No No

Sohn et al. [15] Yes No No No

Saini et al. [1] No Yes No No

Proposed work No Yes Yes Yes

the video. However, in traditional surveillance settings the operators have

sufficient contextual information to obtain location and time information.

Furthermore, the strong contextual knowledge of the operators increases the

probability of them recognizing people in the video. In the proposed work,

we propose to achieve the context decoupling by employing remote moni-

toring of surveillance videos and to the best of our knowledge, we are the

first to propose such an anonymous surveillance framework. We also added

an operator trust model to our system. This model is a reward/punishment

based model to determine the credibility of an operator. The main idea of

this trust model is adapted from [16] and [17]. A summary of the comparison

of our work with earlier works is provided in Table 2.1.
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2.2 Summary

This section briefly explained the available state-of-the-art surveillance sys-

tems, to give readers a glimpse of different privacy preserving techniques in

the field of video surveillance. We also compare all the related works on the

basis of following 4 factors:

• Whether the work obscures the explicit channel who to protect privacy.

• Whether the work considers implicit channels of what, when, and where

information in calculating privacy loss.

• Whether the authors employ trust modeling.

• Whether they consider the contextual knowledge in their proposed pri-

vacy protection method.

Finally, we provided essential insights about the proposed anonymous

surveillance framework.
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Chapter 3

Proposed Anonymous

Surveillance Framework

Traditional Closed Circuit Television (CCTV) based video surveillance sys-

tems are being replaced with automated digital systems. We can find surveil-

lance systems in almost all public places, such as airports, schools, univer-

sities, banks and shopping malls. They are used to record and monitor the

activities of people. While we are moving towards digitizing these systems,

most are still used in the traditional way, where video streams are sent to

a centralized control room at the local site. It has been observed that the

number of cameras that an operator has to monitor in a traditional setup

can be quite large. A study done by Dee and Velastin [20] suggested that the

ratio of operators to cameras can be as low as 1:16. While performing the

task of video monitoring, the visual attention of a security operator can drop

below an acceptable level [21]. Wallace and Diffey [22] found that a security

operator can only effectively monitor 4 camera views at a time. As there
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are so many camera views, it is difficult to select any 4 camera views at a

particular time. Atrey et al. [23] proposed a human-centric approach based

system to select and schedule the four best camera views for an operator.

If an operator watches the same camera video for a long time, it might

lead to leakage of the location information through too much familiarity with

the place. The operator can search the web or describe the place to others

to find location information. Once the location information is known, the

adversary can establish a link between the remote site and the local site,

leading to privacy loss. To combat this situation, we choose to do random

re-assignment of the cameras after every quantum of time.

The rest of this chapter describes the proposed anonymous surveillance

framework in detail. Section 3.1 presents an overview of the framework. The

contextual decoupling strategy and the operator’s trust model, which are

essential components of the proposed framework, are described in Section 3.2

and Section 3.3, respectively. Finally, Section 3.4 summarizes the chapter.

3.1 An Overview of the Proposed Framework

We propose an anonymous surveillance framework that takes into account all

of the above factors to show four different views to remote security operators.

Although we plan to switch the views after a predetermined cut-off time, we

should provide a means by which an operator can extend this view in case

an important event is happening in the videos. However, we do not want

them to misuse this feature, as extending a view many times means that

the operators are watching the same videos and can develop context about

19



Figure 3.1: Proposed anonymous surveillance framework.

the monitored site which can lead to privacy loss. To overcome these two

issues, we propose a context decoupling model as well as an operator trust

model. The context decoupling model helps us in decoupling the context

of an operator and determining the appropriate video switching time. The

trust model, on the other hand, is a reward/punishment based model that

assists us in verifying the credibility of an operator. To further strengthen

our proposed framework, we monitor the trust level of every operator. If

the trust level of an operator goes below a specific threshold, no videos are

transmitted to that operator.

In the proposed framework, the video feeds are shown to the operators

who are not familiar with the surveillance site so that removing text legends,

logos, and other recognizable signs is enough to hide the where information.

This is only possible if the video feeds are monitored remotely. Furthermore,

the remote place must be chosen such that it has very low probability of

contextual overlap with the surveillance site. Here context, can be defined

over multiple dimensions, i.e. geographical, temporal, social, etc.

Figure 3.1 shows an overview of the proposed framework. Video camera

feeds that are to be monitored remotely are first transformed to remove the
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when and where information and are then sent over a long distance network

to a distant place (ideally another continent). At the remote security of-

fice, these streams are randomly assigned to the operators. The operators

at the remote office are given instructions regarding normal and abnormal

situations, although no information about the monitored site is provided. In

case of any abnormal situation, the viewers can anonymously signal the local

security office. Consequently, the security personnel at the local office may

access the surveillance site and take appropriate actions in real time imme-

diately. The trust level is calculated for every operator and the feedback is

sent to the random assignment block. If the trust level goes below a spe-

cific threshold, no videos are transmitted to that operator. In the following

sections, we discuss the framework in greater detail.

3.2 Context Decoupling

The most important motivation behind the proposed anonymous surveillance

framework is to decouple the local context from the video, i.e. the person who

has knowledge of the local context where the camera is placed should not be

given access to the video. Therefore, it is crucial to estimate the operator’s

contextual knowledge and to calculate the overlap between the local context

and the operator’s context. The first task is to develop criteria to decide how

much contextual separation is sufficient for protecting privacy, and to develop

a model for computing the contextual overlap. In the following subsections

we discuss the core components of the contextual decoupling model.
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3.2.1 Definition of local context

The context that enables a viewer to identify people in the video can span

over multiple dimensions of (temporal, spatial, and cultural). Let A =

{a1, a2, ...an} be the set of contextual attributes that are important from a

privacy perspective. These attributes can be spatial such as continent, coun-

try, city, premise; temporal such as absolute time, relative time; or cultural

such as ethnicity, religion; etc.

3.2.2 Estimation of operator’s context

There are two ways a person can obtain knowledge of the local context: i)

from the video content and ii) through prior knowledge. We integrate these

two aspects in our model as follows. Let Kq = {kq
1, k

q
2, ..k

q
n} be the binary

context vector that denotes what attribute the operator can identify from

the video, and Kh = {kh
1 , k

h
2 , ..k

h
n} is the binary context vector derived from

the prior knowledge of the operator, which comes from his/her background.

These context vectors are obtained using the following method:

k
q
i =



















1 if operator is able to obtain attribute ai

from the video;

0 otherwise.

(3.1)

and

kh
i =







1 if operator has history related to attribute ai;

0 otherwise.
(3.2)
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The context vectors should be calculated for all the attributes that are

identified as being important from a privacy perspective. In this work, we

constructed these vectors by presenting questionnaires to the operators (as

explained in Chapter 5).

3.2.3 Contextual overlap

With these vectors, the contextual overlap is calculated as:

Copl =

∑n

i=1(Kq ⊙Kh)

A
(3.3)

where ⊙ is the element-wise OR operation. The current context increases

if the person is watching the same video for a long time. Therefore, the

probability of privacy loss Kopl is modeled as an exponential function of

time:

Kopl = 1− e−(Copl+ǫ)×µ×t (3.4)

Here ǫ is a very small value which accounts for the fact that the op-

erator can develop context by continuously watching the video even when

the prior-contextual overlap is zero; and µ is a coefficient that depends on

the unit chosen for time t. Note that the above formulation for computing

the privacy loss Kopl is based on heuristics that the contextual knowledge

increases exponentially with time [24].

Now, the operator o is eligible to monitor a video recorded at the given

location if

Kopl < Kmax (3.5)
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where Kmax is specified based on the desired privacy level.

3.3 Operator Trust Model

As discussed in Section 3.1, we developed this framework in which the remote

operators can watch the videos, send alerts to the local site if any abnormal

event occurs in the videos, and also extend the viewing time if something

important happens in the video so that they do not miss any important

events. The videos are also switched randomly after a specified cut-off time.

In our system, every time the videos switch, an operator can extend a video

a maximum number of 5 times. This limit ensures that an operator is not

extending the view unnecessarily and is a design choice. This trust model

is based on the number of correctly and incorrectly identified events by an

operator as well as the number of times s/he extended a view.

We all know that trust is an attribute that increases gradually with time,

however you can lose trust rapidly even with a single mistake. In our model,

we used this approach of gaining/losing trust and formulated an exponential

model based on reward/punishment [16] [17]. The calculation of trust re-

quires us to compute the reward and punishment for each operator. We need

to compute trust for every operator to know how credible the operators are

and whether they are performing their job efficiently. Trust level also helps us

in identifying the surveillance effectiveness and privacy loss associated with

each operator. Higher trust level indicates high surveillance effectiveness and

suggests that operators are doing their job efficiently and causing no or little

privacy loss. Low trust level indicates low observation adequacy and suggests
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that operators are not performing their work effectively and increasing the

risk of privacy loss. The details of calculation of reward, punishment and

trust level are given in the following subsections:

3.3.1 Reward calculation

Reward is an attribute that increases slowly with time. Therefore, we cal-

culate the reward using an equation which grows exponentially based on the

number of correctly identified events by an operator and the number of ex-

tensions associated with each video. The equation to calculate the reward

for an operator is as follows:

R(t) =
1

d

d
∑

i=1

αr × 2xi

2m
(3.6)

where d is the number of correctly identified events by an operator, αr is

the parameter to control reward, xi is the extension number for the ith event

in our system, m is the maximum number of extensions allowed, and R(t)

is the value of the reward at the current time t. Note that we formulated

an exponential equation for computing the reward R(t) on the basis of the

heuristics that the trust level increases slowly with time [24].

3.3.2 Punishment calculation

Punishment is an attribute that increases quickly with time. The punish-

ment calculation is done using an exponential function and it grows based

on the number of incorrectly identified events by an operator and the num-

ber of extensions associated with each video. The equation to calculate the
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punishment for an operator is given below:

P(t) =
1

g
×

g
∑

i=1

αp × 2xi

2m
(3.7)

In the above equation, g is the number of incorrectly identified events by an

operator, αp is the parameter to control punishment, xi and m are the same

as in Equation 3.6 and P(t) is the value of the punishment at the current time

t. The exponential equation for computing the punishment P(t) is based on

the heuristics that the trust level decreases rapidly even if we make a single

mistake [24].

3.3.3 Trust level calculation

For the final step of trust level calculation, we add the value of R(t) and

subtract the value of P(t) from the previous trust level. We use the following

equation to calculate the trust level of each operator:

φ(t) = φ(t−w) + b× (R(t) − P(t)) (3.8)

Where b is the weight given to the reward/punishment calculated at the

time t, φ(t) is the current trust level of an operator at the time t and φ(t−w)

is the previous trust value of an operator at t − w time, w being the time

window within which we recompute the trust level of operators.

Figure 3.2 shows the values of R(t) and P(t) for a single alert that a user

generates, with respect to the number of extensions. Here, we can see that

reward as well as punishment rises exponentially with respect to the number
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Figure 3.2: Reward/Punishment values versus number of extensions.

of extensions. Using equation 3.6 and Equation 3.7, we calculate both reward

and punishment by varying the values of xi from 1 to 5, keep the value of d

and g as 1, the value of αp as 1, the value of αr as 0.5 and the value of m as

5.

3.4 Summary

In this chapter, we described the proposed anonymous surveillance frame-

work and its various components such as context decoupling and operator

trust model in detail. This forms the basis of i) the implementation of a

system based on the proposed framework (described in Chapter 4) and ii)

the experimentation and results analysis (presented in Chapter 5).
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Chapter 4

System Implementation

To demonstrate the feasibility of the proposed anonymous surveillance frame-

work we have implemented a system. The system is developed on a Windows

PC using Visual Studio 2012 as the main IDE. C# is used as the primary

coding language and the system is built on .net framework. MS SQL Server

2012 is also used as the database management system. This chapter describes

the system details such as the dataset (in Section 4.1), the user interface and

the basic data flow of the system (in Section 4.2). The chapter is summarized

in Section 4.3.

4.1 Dataset

We used the Virat Video Dataset [25] as the primary source of surveillance

videos to test the system. There were 329 different videos in the dataset that

were combined to form 36 videos ranging in length from 10 minutes to 17

minutes each. We changed these 329 videos to 36 videos because the original
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videos were too small to actually be used as surveillance videos. These 36

videos are further used to test the system as well as to perform experiments.

The original format of the videos was MPEG-4 Part 14 commonly known

as MP4. To create 36 videos from 329 videos, we had to join several videos

together. We also changed the format to FLV as it is the most widely used

format on WWW. We also developed an application in C# to prepare the

ground truth for the dataset. The input for this application was the starting

and ending frame numbers of all the events that happened in the video and

the output was the starting and ending time of the events based on the play

time of the video (by this we mean that our application played the video and

kept increasing the frame numbers, and as soon as a counter matched a frame

number associated with an event the time from the video was extracted).

We used the AForge.NET library for this part of the work. AForge.NET is

a computer vision and artificial intelligence library originally developed by

Andrew Kirillov for the .NET Framework [26].

4.2 User Interface

As this is a web based application, different web pages were designed for

the administrator and operators. When operators log-in to the application,

they see 4 different videos and several radio buttons that are associated with

each video. Using the radio buttons, operators send alerts to the local site,

where the admin receives the alert as well as the camera (video name) and

can act according to each alert, e.g. dispatching a guard, calling the police,

etc. Remote operators also see an extend view button for each video with
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Table 4.1: Event types associated with the radio buttons on the operator’s
view.

Radio button number Event type

1 Person loading an object to a vehicle

2 Person unloading an object from a vehicle

3 Person opening a vehicle/car trunk

4 Person closing a vehicle/car trunk

5 Person getting into a vehicle

6 Person getting out of a vehicle

7 Person gesturing

8 Person digging

9 Person carrying an object

10 Person running

11 Person entering a facility

12 Person exiting a facility

which they can extend the view multiple times. Recall that in our system,

the maximum number of extensions that are allowed per video is 5 for every

time the videos switch. All 4 videos are selected randomly from a database of

videos and change after a specific cut-off time so that the operator’s context

is not developed over time.

On the local site, the admin accesses the application and sees the incoming

alerts from the remote site. The admin also calculates the trust level of all

the operators with the help of a trust calculation module which is designed

based on the equations described in Section 3.3.

Figure 4.1 shows the administrator’s view. An administrator can use

the buttons shown to manage the users, manage videos (adding or deleting

videos), calculate trust and check the total delay associated with each alert.

In Figure 4.1, the table shown on the left is the alerts table that displays

the alert id, event type, camera (video) name, date and time of the received
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Figure 4.1: Administrator’s view.
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alert, whether the alert is true or false, the number of extensions and the

video streaming delay in seconds and milliseconds. The table on the right

is the alert delay table which shows the alert receiving delay in seconds and

milliseconds. Figure 4.2 shows the operator’s view of the application. Oper-

ators see 4 different extend view buttons that are associated with 4 videos.

Radio buttons associated with each view are also shown to the operators and

are numbered from 1 to 12. These radio buttons are basically the types of

events that are happening in the videos. Table 4.1 shows the type of event

associated with each radio button.

Basic system architecture is shown in Figure 4.3. It is shown in the figure

that the admin and operator request the application using the internet, then

they enter their credentials and log-in to the application. The request then

goes to the application server. This is the server where the application is

hosted using IIS (Internet Information Services). As the application has

different web pages, the server validates the credentials, authenticates the

users and assigns the correct web page on the basis of user role. On the local

site the admin accesses the application in a web browser and see all the data

stored in different database tables. Admin is not allowed to see the videos

but manages all the user as well as video/camera data. Videos are stored

in a database on a server on the local site. Whenever an operator accesses

the application from the remote site, the flash videos are streamed over the

internet using Hypertext Transfer Protocol (HTTP). We used HTTP as it is

the most commonly used web protocol and almost all networks around the

world allow incoming and outgoing HTTP requests.

All the visual components on the operator page are asp.net objects. The
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Figure 4.2: Operator’s view.
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Figure 4.3: System architecture.

back end is coded in C#. As soon as a page is loaded, videos are streamed

from the server to the operator’s browser and the delay in streaming is stored

in the label object using a timer. When the operator generates an alert using

the radio buttons, new data is added to the database on the server. This

request is completed using SQL queries. The data that is sent back to the

server includes the operator name, current time, video name, event type,

number of extensions for every video, and the video streaming delay time in

seconds and milliseconds. On the local site, all these alerts are displayed to

the admin so that the admin can take action on all the incoming alerts in

real-time.

Figure 4.4 shows the data flow of the admin module. It shows all the web

pages that an admin can access, as well as how the data is transmitted from

these web pages to the database tables and vice-versa. Starting from the left
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side, Figure 4.4 shows that an admin requests the log-in form. On the log-in

form, the credentials are validated using the data saved in userdata table.

After successful authentication the admin form is shown to the admin. The

admin can now see the data from the alerts table and the alerts delay table.

The admin can also check four other web pages that are specifically designed

to manage the user data, manage the videos, perform the trust calculation

and perform the total delay calculation.

On the manage users page, the admin can view, add and update data

from the user data table. An admin can view, add and update data from the

videos table on the manage videos page. On the total delay page, the admin

can view and calculate the total delay associated with each alert using the

data from the alerts and alerts delay table. The total delay is then stored

in the total delay table. Using the trust calculation page, an admin can

compute the trust level for every operator. First, the total number of correct

and incorrect alerts for all the operators is computed using the data from the

alerts table. This data is then stored in the total t/f alerts table. In the next

step, reward and punishment is calculated using the data from the total t/f

alerts table and the result is stored in the user r p table. Finally, the admin

computes the trust level of every operator using the data from the user r p

table and the result is stored in the trust level table.

Figure 4.5 shows the data flow of the operator module. Operators request

the log-in form. The credentials of operators are validated using the data

from the userdata table and the operator page is shown to the operators.

As soon as this page is loaded, operators see 4 surveillance videos that are

assigned randomly using the data from the video/cameras table. Operators
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Figure 4.4: Admin data flow diagram.
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Figure 4.5: Operator data flow diagram.
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can send alerts to the local site and extend the view. The alerts and extension

data is stored in the alerts table.

4.3 Summary

All the details of the implemented system were discussed in this chapter. We

discussed the operating system, platform, IDE and programming language

used to develop the system. With the help of different figures, the admin and

operator views of the developed system are also shown. We also discussed the

working details of the application such as, video streaming, alert generation

and how the application is hosted. Finally, we discussed the basic system

architecture. Admin and operator data flow are also discussed in detail in

this chapter.

38



Chapter 5

Experiments and Results

In this chapter we describe the experiments that we performed to test our sys-

tem and present extensive results based on those experiments. The chapter

is organized into five sections. In Section 5.1, we describe the experiments to

determine the appropriate video switching time to ensure that the operator’s

contextual overlap is minimal. This uses the results of a user study based

experiment, which were then validated using the contextual overlap model

(described in Chapter 3, Section 3.2). Next, in Section 5.2, we performed

a system test to check the surveillance accuracy and the surveillance real-

timeliness. Then, in Section 5.3, we compute the trust level of the operators

to determine their credibility using the trust model (described in Chapter

3, Section 3.3). Finally, the limitations of the proposed framework and the

chapter summary are presented in Section 5.4 and Section 5.5.
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5.1 Determining Appropriate Video Switch-

ing Time

5.1.1 User study based experiment

The main objective of this experiment is to find the appropriate video switch-

ing time for the proposed anonymous surveillance system. To perform this

experiment, participants1 were asked to log-in to an application, perform ba-

sic video surveillance tasks and generate alerts if they see anything suspicious

in the videos. We used 10 of the 36 videos in the dataset for this experiment

and participants were allowed to watch 4 random videos at a time out of

these 10. There were 5 stages for this experiment and each stage was 10

minutes long. In the first stage, the cut-off time for video switching was one

minute, for stage two it was 2 minutes and it kept increasing by one minute

for each consecutive stage. At the end of every stage we asked 6 questions,

given in Table 5.1, to all the participants. We calculated the surveillance ac-

curacy (number of correctly identified events/ total number of events) from

the user generated alerts, and the privacy preservation accuracy (percentage

of participants that suggested there is no privacy loss) from the questionnaire

data for all 5 stages, and selected the appropriate video switching time where

privacy preservation accuracy and surveillance accuracy were at a maximum.

Figure 5.1(a) shows the percentage of ’yes’ answers for Q1, and Figure

1As this experiment involved human participants, appropriate ethics approval was ob-
tained from the University Human Research Ethics Board (UHREB).

2Privacy loss is the measure of the who, where, when and what aspects of the informa-
tion that can be gained from the video data [1]

3Utility loss of the video data refers to the decrease in the degree of accuracy with
which security tasks can be accomplished.
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Table 5.1: Questionnaire for user study based experiment

No. Question

Q1 Were you able to recognize any person in the videos you just finished watching?

Q2 Were you able to recognize any place in the videos you just finished watching?

Q3 Were you able to identify the time in the videos you just finished watching?

Q4 As per the above definition of privacy loss 2, do you think any privacy loss has
occurred in the Videos you just finished watching? Rate between 1(no privacy loss)
and 5(full privacy loss)?

Q5 As per the above definition of utility loss 3, do you think any utility loss has occurred
in videos you just finished watching? Rate between 1(no utility loss) and 5(full utility
loss)?

Q6 While you were watching the videos they kept switching after a specific cut-off time.
Rate between 1(least) to 5(most) on the basis of how suitable was the video switching
time to efficiently perform surveillance tasks?

5.1(b) shows the percentage of ’yes’ answers for Q2. The results of Q1 sug-

gested that 100% of the participants were not able to identify people, and

the results of Q2 were similar to Q1, as no participant was able to identify

the location. Figure 5.1(c) shows the percentage of ’yes’ answers for Q3. For

Q3, we got the best response for stages 1, 2 and 3, as no more than 30% of

participants were able to identify the time. Figure 5.1(d) shows the rating

of privacy and utility loss for Q4 and Q5 respectively. As a response to Q4

and Q5, 90% of the participants suggested that there is no privacy loss for

stage two whereas 60% of the participants suggested no utility loss in stages

2 and 3. Figure 5.1(e) shows the rating of the most suitable switching time

for Q6. It was found that 80% of the users rated stages 2 and 3 as the most

suitable time for video switching. Finally, Figure 5.1(f) shows the surveil-

lance accuracy for every stage of the experiment. The surveillance accuracy

for every stage was calculated by finding the sum of correctly identified alerts

generated by each participant and dividing it by the total number of alerts

generated in that stage. From this figure, it can be seen that surveillance
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accuracy was higher in stage 2 and stage 3 compared to other stages.

After carefully examining the results of all 5 stages, it was found that

every other stage had some drawbacks in comparison to stage 2. Participants

found more utility loss in stage 1, and more privacy loss in stages 3, 4 and

5 as compared to stage 2. As per the results of the user study, stage 2

was the optimal choice for the appropriate video switching time. We used

the results from this experiment to determine the contextual overlap of the

participants. The process of evaluating the contextual overlap is explained

in the next subsection.

5.1.2 Calculation of contextual overlap

The results of every stage of the user study based experiment in the previous

subsection suggested that the appropriate video switching time should be

2 minutes so that the operator’s contextual knowledge about the local site

and people in the video is not developed. To further validate our results, we

used the context decoupling method described in Section 3.2.3 to determine

the contextual overlap of every user that participated in the experiment.

To calculate the value of contextual overlap we used questions Q1, Q2 and

Q3 as the three attributes. Then we used Equation 3.1, defined in Section

3.2.2, to create the binary vectors on the basis of user responses to these

three questions. We also created another binary vector based on equation

3.2 in Section 3.2.2, but as no participant has the history associated with

the location, all the values were zero in this vector. Using these two binary

vectors, we calculated the value of contextual overlap (Copl) using equation
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Figure 5.1: Results of questionnaire and surveillance accuracy for all 5 stages.
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(a) Privacy loss probability for zero contextual
overlap; ǫ = 0.1; µ = 0.01.
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(b) Privacy loss probability for contextual
overlap = 0.333; ǫ = 0.1; µ = 0.01.
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(c) Privacy loss probability for contextual
overlap = 1; ǫ = 0.1; µ = 0.01.

Figure 5.2: Privacy loss probability for contextual overlap.
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3.3. The minimum value of contextual overlap Copl for 15 participants was 0

and the maximum value was 0.333.

The privacy loss varies based on both contextual overlap as well as the

time. It increases with the length of time during which the operator watches

a particular camera video continuously. We have kept Kmax = 0.5 so that the

probability of privacy loss is less than half. Figure 5.2(a) shows the current

context value with time when the prior-contextual overlap is zero. We see

that even when the prior-contextual overlap is zero, the privacy loss goes

beyond 0.5 if the operator watches same camera continuously for a long time

(11 minutes 40 seconds in the given case). However, it is almost impossible

to find operators with zero contextual overlap. As discussed above, the max-

imum value of Copl for all the participants was 0.333. With this value of Copl,

we draw the values of Kopl in Figure 5.2(b). We can see that in this case,

cameras need to be switched more quickly as the privacy loss goes beyond

0.5 after only 2 minutes 42 seconds.

Finally, the privacy loss probability for a participant with maximum con-

textual overlap is plotted in Figure 5.2(c). Because of the large contextual

knowledge of this participant, the privacy loss probability goes beyond the

threshold after just 64 seconds. Switching the cameras so frequently may

reduce the effectiveness of the surveillance operator and therefore it is not

a desirable solution. From this experiment, we conclude that in the case of

remote users, the contextual overlap increases slowly, and therefore we only

need to switch the videos after a reasonable amount of time, which is prac-

tical. Experiments in Section 5.1.2 suggest that appropriate video switching

time should be 2 minutes 42 seconds, which also matches the results of Section
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5.1.1. Note that automatic event detection techniques can be also integrated

to add a criterion for the camera re-assignment strategy [23], which would

mean that cameras cannot be switched in the middle of an event.

Furthermore, the proposed framework recommends a large cloud of re-

mote operators monitoring cameras around the globe, similar to outsourced

call centers. The size of the operator pool should be large enough for the

random re-assignment to be effective in context hiding. The periodic re-

assignment of the cameras also increases the effectiveness of the operators

by reducing the dullness and fatigue that comes from monitoring the same

video over a long period of time [27]. However, the cameras should be as-

signed such that every operator gets to observe almost an equal number of

targets. As the amount of attention (or work) required from an operator is

proportional to the number of the targets in the camera view, a workload

equalizing method can be used for camera to operator assignment [28].

5.2 System Testing for Surveillance Accuracy

and Timeliness

The purpose of this experiment is to test the prototype system for surveillance

accuracy and real-timeliness. Participants were asked to log-in to the system,

perform surveillance tasks, generate alerts and extend the view if necessary.

Surveillance accuracy is determined based on the ratio of the number of

correctly identified events compared to the total number of events. There

were two types of delays associated with this test: 1) video streaming delay,
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Table 5.2: Event types merged into groups

Radio button Event groups

1 Entering/exiting a facility

2 Entering/exiting a car

3 Putting things in a Car

4 Running/gesturing

and 2) alert response delay (delay between the time the event is generated

on the local site and the time the alert comes back the local site). The total

delay is calculated by adding up these two delays. Surveillance real-timeliness

is determined based on the total delay. We aim to keep this delay as small

as possible in order to say that our system works in real time. We used

appropriate the video switching time determined in Section 5.1.2 as the cut-

off time to switch videos for this experiment. A total of 15 users participated

in this experiment and they sent alerts to the local site. Total time for this

experiment was 30 minutes. They marked their responses for 12 different

event types described in table 4.1. Participants were able to correctly identify

366 events out of 681 total events. The surveillance accuracy for the system

testing using the appropriate video switching time was 53.74%.

As this accuracy was low, we began to investigate the reason. Conse-

quently, we planned to redo this experiment by merging 12 event types in 4

groups. This time we used 4 radio buttons instead of 12. Table 5.2 show 4

groups that we used for radio buttons. Now, participants marked their re-

sponses based on these 4 groups. More importantly, this time the four event

groups were shown on the interface with the event descriptions rather than

the event numbers. Figure 5.3 shows the operator view for this experiment.

A total of 15 participants took part in this experiment and they were able to
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Figure 5.3: Revised operator’s view showing event descriptions instead of event numbers.

48



correctly identify 831 events out of 1127 total events. Surveillance accuracy

increased almost 20% as the accuracy for this experiment was 73.73%. From

this experiment it was found that the operators were more receptive to event

descriptions and remembering events by numbers was difficult for them, that

was what the reason was for the low accuracy in the previous experiment. We

believe that with an improved and more friendly user interface that reduces

operators’ fatigue can further help improving this accuracy.

All the alerts generated by the participants, along with the the video

streaming delay is shown in figure 5.4(a). It can be clearly seen from figure

5.4(a) that the video streaming delay from the local to the remote site is just

few milliseconds. Figure 5.4(b) also shows the delay for sending an alert from

the remote site to the local site with respect to all the alerts that participants

generated. This delay never exceeded 2 seconds. Finally, the total delay is

calculated by adding up both the above-mentioned delays and is shown in

figure 5.5. The total delay always remained below 2 seconds, which means

that the admin at the local site can work on alerts in real-time.

5.3 Trust Computation

The purpose of this experiment is to calculate the trust level of the operators

for determining their credibility. As discussed earlier, in our system the

participants marked their responses using the radio buttons and they were

sent to the local site. The admin on the local site pressed a button to calculate

the trust level (evaluate credibility) of every participant at the same time.

Using equation 3.8 (given in Section 3.3), the value of trust (i.e. φ(t)) is
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(a) Alerts with video streaming delay

(b) Delay in sending alerts from remote to lo-
cal site

Figure 5.4: Video streaming delay and the delay in sending alerts from the
remote site to the local site.
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Figure 5.5: Total delay

calculated for every operator and is saved in a database table.

As trust level can only vary from 0 to 1, to calculate the trust level of

participants the initial trust is kept at 0.5 so that all the participants start

from the same level of trust. The total number of correct and incorrect alerts

are calculated for every participant with respect to the number of extensions.

These values are then stored in a SQL database. R(t) and P(t) are then

calculated for every participant using the values from the database with the

help of equations 3.6 and 3.7, which are explained in sections 3.3.1 and 3.3.2

respectively. These values are also stored in a database table. These stored

values of R(t) and P(t) are used to calculate the trust level of every participant

using equation 3.8, explained in section 3.3.3.

To show the specific instances when the trust level increased, we generated
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Figure 5.6: Increased trust level

Figure 5.7: Decreased trust level
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Figure 5.8: Evolution of trust with respect to number of extensions

64 alerts for an operator named user1. We randomly increased the number

of extensions for every alert generated and then explicitly marked all events

as correct. The left table in Figure 5.6 shows the total number of alerts

generated by user1 with respect to the number of extensions. The center

table in Figure 5.6 shows the total value of reward R(t) and punishment P(t)

calculated with the values shown in the left table using equation 3.6 and

equation 3.7. The right table in Figure 5.6 shows the increased value of the

trust level, which was calculated using equation 3.8 and the values displayed

in the center table. To show the decrease in the trust level we used the

same approach but changed all the alerts to incorrect. Figure 5.7 shows the

decreased trust level for the same user.

To show the evolution of the trust level with respect to the number of

extensions, we calculated trust level values by explicitly marking all the alerts
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as correct and increasing the number of extensions from 1 to 5. We repeated

the same process by marking all the alerts as incorrect. Figure 5.8 shows

the evolution of trust level with respect to the number of extensions for a

single user. It is clear from figure 5.8 that if all the alerts are correct and

the total number of alerts is kept the same, the trust level increases with

the increasing number of extensions. However, if all the alerts are incorrect

and the total number of alerts is kept same, the trust level decreases with an

increasing number of extensions. Furthermore, it can be seen that the trust

level increases slowly, but the decrease is much faster.

We also computed the trust level using the value of R(t) from Figure 5.6,

which is 0.297, and the value of P(t) from Figure 5.7, which is 0.595. The

final trust level is computed using equation 3.8. The previous trust value

was kept at 0.5. The final trust value after this calculation was 0.3808. This

clearly shows that if an operator identifies more events incorrectly, the trust

value will decrease.

Another test was done to show the trust level evolution of user1. For this

test, user1 started at a trust level of 0.5 and performed the surveillance tasks

using the developed system. We calculated his trust after every 10 minutes

for 5 subsequent stages. Figure 5.9 shows the evolution of trust for user1

over the period of 50 minutes, as each stage was 10 minutes long.

The trust level value can be used as feedback to the developed system,

and other features based on this trust level can be added to the system. In

the future, we plan to use the trust level and extend the system to a point

where no videos will be streamed to the operators if the trust level falls below

a specific threshold. We can also add a feature where videos from sensitive
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Figure 5.9: Evolution of trust for user1

locations like schools, banks, hospitals, airports, etc. will only be streamed

to operators with a high trust level.

5.4 Limitations

There are a few limitations of the proposed anonymous surveillance frame-

work. First, the proposed framework requires a large pool of cameras and

of operators to make the video switching effective. Second, it is always a

challenge to find operators with zero or little contextual knowledge. From a

system implementation perspective, we used HTTP protocol to stream the

videos, which sends out a single stream of data to a client’s web browser and

does not take into account the quality of the internet connection/speed at
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the client end. We could have used RTMP (Real Time Messaging Protocol),

which has many advantages over HTTP such as sending out multiple streams

and combining them on the client’s end. It also automatically changes the

quality of the stream based on the client’s internet speed.

5.5 Summary

In this chapter, we discussed various experiments and their results. First, we

performed a user study based experiment followed by the calculation of con-

textual overlap, which helped us determine the appropriate video switching

time at the operator’s end. Next, we performed a thorough system test to

evaluate the surveillance accuracy and timeliness. This experiment showed

that the proposed framework is feasible to implement and the resulting sys-

tem meets the required timeliness. Finally, we showed the results of the

proposed trust computation model and its evolution. In addition to the ex-

perimental results, we also provided the limitations of the developed anony-

mous surveillance framework.
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Chapter 6

Conclusion and Future Work

It is very difficult to provide robust privacy preservation in traditional surveil-

lance systems. The operators usually have a substantial prior knowledge of

the surveillance site and the persons depicted therein, which can cause sig-

nificant privacy loss even in the absence of the bodily cues. In order to

reduce this privacy loss, the contextual knowledge of the operator needs to

be decoupled from the surveillance site.

Based on the above-mentioned idea, this thesis proposes an anonymous

surveillance framework, in which surveillance videos are monitored remotely

by operators who are kept unaware of the location of the camera/videos.

We stream the videos to a remote location which is sufficiently far away

from the site being monitored. Even if we take these measures, it is still

difficult to find operators with zero contextual knowledge. If these operators

watch the same videos for a long period of time, they can learn more about

the people and site which leads to privacy loss. To overcome this issue, we

changed the videos after a specific cut-off time, which was determined using
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experiments. We also implemented and tested the system for feasibility issues

such as operator surveillance accuracy and timeliness. An operator trust

model which is based on a reward/punishment strategy is also introduced to

determine the credibility of the operators.

In the future we plan to use an adaptive quality control mechanism to

selectively transmit video data, as the transmission of videos to a remote

place requires a large bandwidth. As the video data travels over the Internet

it passes through many untrusted networks. Therefore, we can apply data

encryption before transmitting the data. We can use the data encryption

methods discussed by Carrillo et al. [29]. We can also incorporate some

other methods of data security discussed in [30] in the system for better

reliability.

We also plan to use RTMP for streaming videos as it is more flexible

and secure as compared to HTTP. We aim to extend the trust model, use

the trust level as feedback to the system and stop streaming videos to the

operators if their trust level falls below a specific threshold. We can also add

another module to the system where videos from sensitive locations such as,

airports, schools, hospitals, etc., are only streamed to the operators with a

high trust level. We can also introduce a workload equalizing method as

described by Saini et al. [28] for assigning cameras to the operators.
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Appendix A

Preliminaries

In order to develop the proposed anonymous surveillance system, we devel-

oped prototypes in different languages. One of the first prototypes that we

developed was written in C++ using sockets to stream the video data from

server to client. For the next step, we moved to Asp.net and used C# to

create this application. We chose ASP because the system being developed

was a web based system and ASP had a very large collection of libraries and

other wrapper classes that were required for the development of this project.

We needed a solid computer vision library to process the video data to be

used for the project. We worked with different libraries but ultimately se-

lected AForge.NET because it had all the necessary features required for our

work.

At the start of the project we requested video data from the University

of Winnipeg’s surveillance repository but later we decided to use the Virat

video dataset because it was publicly available. We also had to decide which

video format to use for streaming the videos, as the original videos in the
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Virat dataset were in MP4 format. After evaluating different video formats

we selected flash video (FLV) as the final format for video streaming. We

chose FLV because it was easy to stream videos from server to client in ASP

as FLV is the most commonly used video format for web-based streaming.

We also needed to choose between HTTP and RTMP for video streaming as

both the protocols have some advantages over the other. We decided to use

HTTP over RTMP because sometimes RTMP streams are blocked by the

firewall. These were the basic building blocks of the proposed system. In the

following sections, Section A.1 to Section A.5, we give basic details about

the dataset, video format, protocols and the libraries that we used to build

the system.

A.1 Virat Video Dataset

The Virat video dataset [25] is a large-scale real world surveillance video

dataset. Sangmin et al. [25] released the dataset in October 2011. It was

supported by DARPA (Defense Advanced Research Projects Agency) and

the videos were shot at different locations across the USA. It is designed

to be realistic, as they recorded the videos in public places with a natural

cluttered background. The dataset contains both ground and aerial videos

in high resolution as well as downsampled versions. A number of people and

vehicles appear in different videos, and they annotated 12 different event

types described in Table 4.1. The dataset is freely available to the public

and can be downloaded from MIDAS. We used ground videos to test our

system and there were a total of 329 different videos in the dataset.
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A.2 FLV

Flash Video (FLV) [31] is a data wrapper for sending video over the Internet.

It was originally developed by Macromedia. We used FLV for our project as

this is the most widely used video format on the WWW. We had to convert

the original MP4 videos to FLV using the available video converting software

such as Movavi video converter, Allok video converter, etc.

A.3 HTTP

Hypertext transfer protocol [32], commonly known as HTTP, is the underly-

ing protocol used by various applications on the WWW. It is the most used

protocol on the web and is the foundation of all the communication on the

WWW. For our project, we used FLV videos and streamed them to a client

PC over the internet using HTTP. HTTP was developed by Tim Berners-

Lee and his teammates at the European Organization for Nuclear Research

(CERN) in 1989. HTTP works on Transmission Control Protocol (TCP)

port number 80 or 8080 and is the most cost effective and simple protocol to

host and stream flash videos. The advantages of using HTTP for streaming

flash video is that almost no internet connection blocks incoming data on port

80. Thus, the content is streamed to the client without any hassle. HTTP

streaming is known as progressive download video, which means that if you

are watching a 50 minute video and you want to skip to the last 10 minutes

of the video, you have to wait until the whole video is downloaded to the

browser’s cache. That is why today, streaming websites such as YouTube,

61



HULU, VEVO, etc. use RTMP to stream videos. We used HTTP because a

surveillance video is being streamed live and there is no need to skip forward

or backward during the real world scenario of video surveillance.

A.4 RTMP

RTMP is the real time messaging protocol [33], initially developed by Macro-

media to stream video, audio and data between a Flash Player and a server

over the Internet. RTMP also uses TCP for streaming the audio and video

data. There are different versions of the protocol, mainly RTMPS, RTMPE

and RTMPT. RTMPS stands for secure RTMP and utilizes a TLS/SSL con-

nection to stream the content. RTMPE stands for enhanced RTMP. It uses

the Diffie-Hellman Key exchange and HMACSHA256 to generate a pair of

RC4 keys, one of which is used to encrypt the data going out of the server

while the other is used for the encryption of incoming data. RTMPT uses

tunneling of an RTMP stream over HTTP to bypass any corporate firewalls.

Hence, T stands for tunneling. RTMP streaming has many advantages over

HTTP streaming. It is more secure as compared to HTTP streaming. Clients

can also view a RTMP streamed video at any point and it is not saved in

the browser’s cache.

A.5 AForge.NET

AForge.net is an open source computer vision and artificial intelligence frame-

work [26]. It was developed by Andrew Kirillov in 2006. It is a framework
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developed for C# .net and it consists of different libraries. Some of the li-

braries included in the package are imaging, video, vision, machine learning,

etc. We used AForge.net to create the ground truth for our dataset. Some

of the built-in functions in video and vision libraries helped us in achieving

the goal of ground truth construction.
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